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ABSTRACT. Ultrasound imaging is a widely used tool for visualizing human body’s inter-
nal organs and quantifying clinical parameters. Due to its advantages such as safety, non-
invasiveness, portability, low cost and real-time 2D/3D imaging, diagnostic ultrasound industry
has steadily grown. Since the technology advancements suchas digital beam-forming, Doppler
ultrasound, real-time 3D imaging and automated diagnosis techniques, there are still a lot of de-
mands for image quality improvement, faster and accurate imaging, 3D color Doppler imaging
and advanced functional imaging modes. In order to satisfy those demands, mathematics should
be used properly and effectively in ultrasound imaging. Mathematics has been used commonly
as mathematical modelling, numerical solutions and visualization, combined with science and
engineering. In this article, we describe a brief history ofultrasound imaging, its basic prin-
ciple, its applications in obstetrics/gynecology, cardiology and radiology, domestic-industrial
products, contributions of mathematics and challenging issues in ultrasound imaging.

1. INTRODUCTION

Ultrasound imaging system visualizes organs inside human body using sound waves with
the frequency range of1∼15 MHz higher than human audible frequency. Due to the various
advantages of non-invasiveness, safety, portability(seeFig. 1), relatively low cost and real-
time imaging over other imaging modalities such as CT and MRI, it is widely used in various
diagnostic fields of obstetrics and gynecology, cardiology, radiology, and so on.

Recently, it was reported that ultrasound market size was growing and the ultrasound mar-
ket including diagnostic ultrasound would be worth about6.23 billion USD in 2020 [1, 2]. In
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FIGURE 1. Ultrasound imaging systems of major companies: GE, Philips,
Siemens, Samsung Medison and Alpinion (from their homepages). The three
companies of (a)-(c) have over half of global ultrasound market share [3]. The
two companies of (d) and (e) are leading domestic companies.

order to have bigger market share, each global company triesto develop competitive imag-
ing technologies and to expand ultrasound use in other applications. For example, one of the
most promising technologies affected by increased computational power is real-time 3D ultra-
sound imaging. It is capable of providing good 3D visualization of organs at the faster rate
of about30 volumes per seconds compared to volumetric imaging modalities such as CT and
MRI. However, its resolution is not good enough so that it often fails to discriminate features
smaller than a few millimeters. Because of this resolution limitation, real-time 3D ultrasound
imaging is not frequently adopted for clinical examinations in radiology. Whereas, it is mean-
ingfully used for observing cardiac wall motion in cardiology or for distinguishing between
tissues and surrounding fluids in obstetrics and gynecology. In order to circumvent the reso-
lution problem, each company concentrates on fusion imaging technique that incorporates two
images acquired from two different imaging modalities: real-time ultrasound images and CT
or MRI images acquired earlier. It is able to provide more anatomical information indistin-
guishable with the resolution of real-time 3D ultrasound imaging and expand ultrasound use
in radiology. As other examples of the promising technologies, we can consider image quality
enhancement, faster imaging, 3D color Doppler imaging, computer-aided detection (CADe),
computer-aided diagnosis (CADx) and advanced functional imaging modes such as elasticity
imaging and vortex flow imaging. They are also very interesting and challenging issues to be
improved in ultrasound imaging.

Then how can we advance and innovate ultrasound imaging technologies? Like in other
industries,Mathematicshas played an important role in ultrasound imaging and medical diag-
nosis already. For acquiring gray-level echo images and color Doppler images,Mathematics
is used in various parts of time-delay computation for beam-forming, Fourier tranform of ul-
trasound signal for signal processing or filter design, auto-correlation computation for mean
frequency estimation, linear interpolation for scan conversion, and so on [4, 5].Mathematics
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is also used to extract functional information from ultrasound images. In order to avoid labor-
intensive and time-consuming manual measurements on gray-scale echo images, automated
segmentation and motion tracking algorithms are demanded.The automated measurement
methods are based on partial differential equation, numerical analysis, statistics as well as the
interpretation of acoustic fields and speckles as inherent appearance in ultrasound imaging.
Therefore, we can see that various levels of mathematical modelling and methods are applied
to acquire ultrasound images and to generate functional information for clinical evaluations.

Moreover,Mathematicsis essential in cases of elasticity imaging and vortex flow imaging
mentioned above. Elasticity imaging is an imaging mode to map the stiffness of soft tissues
such as liver or breast, and it can be implemented by reconstructing elastic modulus from
measured displacements governed by the elastic equation:

∇ · (µ(∇u+∇u
t)) +∇(λ∇ · u) = ρ

∂2

∂t2
u, (1.1)

whereu denotes the displacement vector,∇u
t the transpose of the matrix∇u, ρ the density

of the soft tissue as elastic material,µ the shear modulus withµ = E
2(1+ν) andλ the Lamé

coefficient withλ = νE
(1+ν)(1−2ν) . Here,E andν are Young’s modulus and Poisson’s modulus,

respectively.
Vortex flow imaging is an imaging mode to quantify the vorticity of intra-ventricular blood

flows and to offer possible clinical indices. Since the vorticity fields are obtained by taking the
curl operator to velocity fields of flows, the velocity fields should be exactly computed. The
velocity fields can be computed by solving the Navier-Stokesequation:







ρ̃

(

∂v

∂t
+ v · ∇v

)

= −∇p+ µ̃∇2
v in Ωt,

∇ · v = 0 in Ωt,

(1.2)

whereΩt denotes the intra-ventricular domain varying within the heartbeat cycleT , v the
velocity fields,ρ̃ the blood density and̃µ the blood viscosity.

The displacements of soft tissues and the motion of blood flows are understood through
physics-based mathematical modelling using elastic and fluid equations. Under those math-
ematical models, we deal with measurements obtained through ultrasound imaging systems,
construct the overall phenomenon from the partially measured data and quantify clinically
meaningful information. The point is that ultrasound imaging technologies will be advanced
and innovated throughMathematics.

The aim of this paper is to describe the importance and value of Mathematicsin ultrasound
imaging and to share them with other scientists and engineers. In this paper, we describe a brief
history of ultrasound imaging, basic imaging principle, its applications in major diagnostic
fields, domestic-industrial products and contributions ofmathematics, especially for beginners
to understand ultrasound imaging and pay much attention to it. Furthermore, we introduce hot
topics and challenging issues related to ultrasound imaging. They have to be resolved for the
advancements of ultrasound imaging technology. We hope many mathematicians recognize
how mathematics is used and contributes much to ultrasound technology innovation.
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2. THE HISTORY OFDIAGNOSTIC ULTRASOUND IMAGING

The history of ultrasound imaging starts with the history ofsonar, the abbreviation of SOund
Navigation And Ranging, measuring the depth of water using sound wave. In the late 1800s,
the theoretic and practical foundation for sonar and ultrasound imaging was established by a
mathematical equation describing sound wave and the discovery of piezo-electricity, electricity
resulting from pressure. L. Rayleigh described sound wave as a mathematical equation in his
paper “the Theory of Sound” published in 1877 and P. Curie andhis brother J. Curie discovered
the piezo-electric effect in certain crystals in 1880 [6–8].

Since the sinking of the Titanic in 1912 and World War I, echo-ranging systems were de-
manded to detect icebergs or submarines. In 1917, P. Langevin, one of the Curie brothers’
first students developed practical underwater echo-ranging systems using the piezo-electricity
for transducer, a device converting a voltage difference toa mechanical stress and reversely
converting a mechanical pressure to an electric potential.During World War II, echo-ranging
technique was applied to electromagnetic waves and became radar, the abbreviation of RAdio
Detection And Ranging.

Echo-ranging system as a diagnostic device to probe the human body was not developed
until the 1940’s. K. Dussik used ultrasound to diagnose brain tumor by transmitting an ultra-
sound beam through the human skull in 1942 [6, 7, 9]. He is regarded as the first-time user
of ultrasound for medical diagnosis. In 1948, G. Ludwig usedA-mode ultrasound system to
detect gallstones [7, 10]. The A-mode shows a signal profile representing the instantaneous
echo signal amplitude over time after transmission of the acoustic pulse.

FIGURE 2. Illustration of the A-mode and B-mode displays. A 2D B-mode
image consists of multiple and sequential B-mode lines.

After that time, innovative advances of ultrasound imagingtechnologies have followed. In
the 1950s, 2D B-mode ultrasound imaging system was developed and applied to detect breast
tumors and to diagnose in the obstetrics and gynecology fields [6,11]. The B-mode represents
the brightness converted from the amplitude of the echo signals. Fig. 2 illustrates the A-mode
and B-mode displays.
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Since the first implementation of ultrasonic Doppler techniques in Japan in 1955 [12], var-
ious Doppler techniques including the continuous wave Doppler, spectral wave Doppler, and
color Doppler ultrasound were developed through the 1960s and the 1970s [7, 13–17]. The
emergency of 3D ultrasound technology in the 1980s was capable of capturing 3D images of a
fetus [18,19]. Thanks to the continuous improvements of image quality and 3D imaging capa-
bilities, ultrasound technology became more sophisticated and capable of real-time 3D imaging
in the 1990s [20].

From the 2000s to present, 2D arrays of transducers were usedfor real-time 3D imaging,
ultrasound imaging system became miniaturized gradually and ultrasound imaging technology
is developing steadily for improving image quality, reducing costs, reducing exam times and
being applied to wider diagnostic areas. Recently, hand-carried systems became available. It
is becoming common with significant growth and can be used forclinical assessments even in
developing countries [21, 22] due to the portability and lowcost in addition to higher image
quality obtained by using special ultrasound probes for transesophageal echocardiography and
transverginal echo [23,24].

More detailed information about the history of ultrasound imaging can be found at the ref-
erences [4,6].

3. BASIC PRINCIPLE OFULTRASOUND IMAGING
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FIGURE 3. Block diagram of ultrasound B-mode imaging.

In this section, we describe the basic principle of ultrasound imaging, especially focusing on
gray-scale echo images, called the B-mode images. Fig. 3 shows intuitively that mathematics,
combined with science and engineering, is used in the process of ultrasound B-mode imaging.
Furthermore, we deal with the mathematical models on acoustic fields, fundamental in ultra-
sound imaging, and describe their applications. We can see that mathematics is applied usually
as mathematical modelling, numerical solutions and visualization.
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3.1. Ultrasound B-mode imaging. An ultrasound image consists of several sequential scan-
lines (around128 ∼ 512 scanlines), each of which is usually acquired through transmission
and reception beam-forming using transducer arrays. The transmission beam-forming is to
control electronically time delays for ultrasound beam emitted from the transducer arrays to
be focused at a point on each scanline. The reception beam-forming is to control electron-
ically time delays to accumulate back-scattered echo signals from a specific position, called
the received focal point, on scanlines. We note that the received focal point can be changed
dynamically on each scanline.

As sound travels through a material, the amplitude or intensity is decreased due to three
factors: absorption, scattering and beam divergence. We start describing mathematically the
ultrasound imaging principle, together with beam-forming, considering the time gain compen-
sation of the received and beam-formed echo signals [25,26].

3.1.1. Beam-forming and gain compensation.LetN be the number of transducers,rj the po-
sition of thej-th transducer andpj the received signal atrj for j = 1, · · · , N . We assume that
transducers are very small, sample positions on each scanline are far away from the transducers
and the impulse response is given in the form of Dirac delta function. Then, for sample position
r = (x, y, z) on a given scanline, the amplitude of the received signal at time t is expressed as

p(t) =

N
∑

j=1

pj(t− τj) = K

N
∑

j=1

δ

(

t−
|rj − r|

c

)

, (3.1)

whereτj is the delayed time andK a constant depending on depth.

3.1.2. Quadrature demodulation and envelope detection.Let f0 be the center frequency of
transmission signals. Then the amplitude (3.2) of the beam-formed signal along the given
scanline can be expressed as

p(t) = a(t) cos(2πf0t+ φ(t))

=
a(t)

2

(

ei(2πf0t+φ(t)) + e−i(2πf0t+φ(t))
)

,
(3.2)

wherea(t) andφ(t) are the amplitude and the phase of the received signal, respectively. In
order to remove signals with high-frequency and obtain meaningful signal with low-frequency,
we perform the quadrature demodulation. By settingp̂(t) = p(t)e−2πf0t and applying a low-
pass filter tôp(t), we can obtain a base-band complex signala(t)

2 eiφ(t). Its real and imaginary
parts are called In-phase and Quadrature signals, denoted by I(t) andQ(t), respectively.

I(t) = Re

(

a(t)

2
eiφ(t)

)

,

Q(t) = Im

(

a(t)

2
eiφ(t)

)

.

(3.3)

After the envelope detection by taking
√

I(t)2 +Q(t)2 from the quadrature demodulated sig-
nalsI(t) andQ(t), logarithmic compression follows.
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3.1.3. Logarithmic compression.Most of clinically meaningful signals are appeared with the
small value in the wide range of amplitude. The logarithmic compression is required to display
these meaningful signals in the 256 gray-scale values. The image intensityI(t) is expressed as

I(t) =
Imax − Imin

lnAmax − lnAmin
ln

(

A(t)

Amin

)

+ Imin, (3.4)

whereImax andImin are the maximum and minimum intensity values, to be displayed finally
in the gray-scale, respectively, andAmax andAmin the maximum and minimum amplitude
values with the range of interest, respectively.

3.1.4. Digital scan conversion and display.These intensity values at the sample positions
along each scanline are displayed on a video screen through scan conversion process for the
spatially arrangement. Scan conversion is performed by using bi-linear interpolation.

In order to improve the B-mode image, some signal/image processing methods may be used
additionally.

3.2. Acoustic fields. Jensen [27] derived an inhomogeneous wave equation describing the
propagation and scattering of ultrasound in an inhomogeneous medium, derived a mathemat-
ical model for the received pulse-echo pressure fields by considering the surface shape of a
single transducer element used in diagnostic ultrasound and showed simulated pressure field
compared to a measured field. In this subsection, we describethe mathematical models and
their applications.

3.2.1. Mathematical modelling.Let p(r, t) be the pressure variation caused by ultrasound
propagation at the positionr and timet, c(r) the propagation speed andρ(r) the material
density. Then the inhomogeneous wave equation is derived as

∇2p−
1

c02
∂2p

∂t2
= −

2(δc)

c03
∂2p

∂t2
+

1

ρ0
∇(δρ) · ∇p, (3.5)

wherec0 is the mean propagation speed,ρ0 the mean density,δc the speed variation fromc0
andδρ the density variation fromρ0.

Let pr(t) the received signal at the transducer surface andEm(t) at timet. Thenpr(t) is
written as

pr(t) =
ρ0

2c02
Em(t) ∗

t

∂3v(t)

∂t3
∗
t

[(

δρ(r)

ρ0
−

2(δc(r))

c0

)

∗
r

H(r, t)

]

, (3.6)

where∗
t

and ∗
r

mean the time convolution and spatial convolution, respectively. Note that

ρ0
2c02

Em(t) ∗
t

∂3v(t)
∂t3

is the pulse-echo including the transducer excitation and the electrome-

chanical impulse response during the emission/reception of the pulse,δρ(r)ρ0
− 2(δc(r))

c0
is the

inhomogeneities in tissue andH(r, t) is the pulse echo spatial impulse response given by
H(r, t) = h(r, t) ∗

t
h(r, t) with h(r, t) =

∫

S
δ(t−|r−r0|/c0)

2π|r−r0|
dr0 for the transducer surfaceS.

For validating the derived mathematical model (3.6), a simulation was performed under the
setup that a plane reflector was placed at focal point. According to an excited Dirac impulse,
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impulse responses were computed at the distances of three different positions from transducer
surface and compared to measured responses.

3.2.2. Field II simulation program.Afterward Jensen [28, 29] improved the mathematical
model (3.6) for the propagation and scattering of acoustic fields by considering acoustic fields
from arbitrarily shaped, apodized and excited transducersand dealing with the imaging prin-
ciple, and developed a simulation program based on the derived mathematical model and run-
ning under MATLAB software. It is called Field II. Using Field II simulation program, we
can simulate ultrasound transducer fields and generate somegray-level echo and color Doppler
images similar to real ultrasound images acquired in ultrasound imaging system as depicted
in Fig. 4. Field II is widely used in several companies, universities and departments because

FIGURE 4. Examples of ultrasound synthetic images generated by using Field II.

it is very helpful for scientists and engineers to understand ultrasound imaging and study im-
age processing methods such as speckle reduction on the synthetic images. It is available at:
http://field-ii.dk/.

4. APPLICATIONS OFDIAGNOSTIC ULTRASOUND IMAGING

Thanks to the advanced imaging technologies such as image quality enhancement, real-
time 3D imaging and the miniaturization of equipment, ultrasound is widely applied to various
diagnostic fields of obstetrics and gynecology(OB/GYN), cardiology, radiology, urology, and
so on. We note that applications in OB/GYN, cardiology and radiology account for about
70% of the entire ultrasound examinations. In this section,we provide brief explanations of
ultrasound imaging applications in major three diagnosticareas.
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4.1. OB/GYN ultrasound. Since the 1950’s, ultrasound has been used for the diagnosisof
gestation and women’s health. The ultrasound market for OB/GYN examinations has contin-
ued to increase. The main issues of ultrasound imaging in OB/GYN is to improve the image
quality for detecting endometriosis and gynecological cancer, diagnosing early miscarriage
and ectopic pregnancy, and evaluating fetal growth. Especially the performance enhancement
of static and real-time 3D imaging is still a hot issue for easier detection of fetal abnormalities
in obstetrics.

4.1.1. Ultrasound examinations.Fetal ultrasound examinations are classified into four parts:
first-trimester examination, standard second- or third-trimester examination, limited examina-
tion and specialized examinations [30]. Most of the examinations performed by observing or
measuring target objects: the presence, size, location andnumber of gestational sac(s), fetal
presentation, amniotic fluid volume, cardiac activity, placental position, fetal biometry, fetal
heart activity, and so on.

On the other hand, gynecological examinations such as the detection of endometriosis and
gynecological cancer are performed commonly by transvaginal scans, with the probe designed
to be placed in the vagina of patient. Since the scanhead of the probe is closely adjacent
to uterus, the transvaginal scans provide better image qualities and are useful for the early
diagnosis of miscarriage and ectopic pregnancies.

Recent advances of static and real-time 3D ultrasound imaging through various image pro-
cessing and volume rendering techniques have enabled performing more accurate diagnosis for
ectopic pregnancy [31] and providing more accurate diagnostic information: abnormalities and
anomalies by visualizing fetal face, brain, spine, and skeleton [32], fetal weight obtained by
measuring abdominal, thigh, arm volumes and head circumference [33–35], and the volumes
of lung and heart [36, 37]. High quality images and accurate boundary extraction are required
for fetal examinations.

In addition, Doppler ultrasound is indispensable for detecting fetal heartbeat as well as blood
flow characteristics in the various fetal blood vessels: umbilical artery, aorta, middle cerebral
arteries, uterine arcuate arteries and inferior vena cava.Power or color Doppler images are
used for examinations of fetal middle cerebral artery and cerebral venous [38,39]. Blood flow
to fetus through umbilical cord is also observed by color Doppler images [40, 41]. Note that
color Doppler images reflect one-directional velocity components of blood flow along scanlines
and power Doppler shows the volume of blood, rather than its velocity.

4.1.2. Innovative technologies for OB/GYN.Samsung Medison, a leading domestic company,
has released recently a premium ultrasound system ‘WS80A with Elite’ with superior ultra-
sound imaging techniques for OB/GYN examinations:S-Harmonic, ClearVision

TM
, Realistic

Vue
TM

, Crystal Vue, etc. Among them, we pay attention toCrystal Vuean advanced rendering
technique to enhance the image contrast of 3D volume data. Itis capable of imaging the in-
terface of bone and soft tissue with high accuracy and providing intuitive information on the
contour of fetal skeleton, face and brain. Lately,Crystal Vuehas been featured on the front
cover of Ultrasound in Obstetrics & Gynecology (UOG), a renowned journal in the women’s
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healthcare industry [42]. The images of fetal spine and ribsobtained byCrystal Vuewere
selected as the Picture of the Month by UOG. They provide remarkably clear and realistic
information of fetal spine and ribs.

Together with the advanced rendering technique, ElastoScan
TM

for gynecology is also being
promoted. It is used to diagnose benign gynecological disorders and to differentiate uterine
fibroids and adenomyosis. We can appreciate the remarkable images acquired by Samsung
Medison’s innovative imaging technologies at: http://www.samsungmedison.com/ultrasound/ob-
gyn/ws80a-with-elite/.

4.2. Cardiological ultrasound. Due to the high temporal resolution of ultrasound imaging,
cardiac ultrasound (echocardiography) has been very successful in providing a quick assess-
ment of the overall health of heart, a very fast moving complex organ positioned deep within
the body. Ultrasound examinations of heart functions related to cardiac wall motion, valve mo-
tion and blood flow are performed by various ultrasound imaging modes: gray-scale imaging,
tissue Doppler imaging, color Doppler imaging and real-time 3D imaging. Note that tissue
Doppler images represent the velocity of cardiac wall motion.

4.2.1. Ultrasound examinations.Echocardiographic examinations include numerous diagnos-
ing items: valvular heart disease, hypertensive heart disease, ischemic heart disease, cardiac
tumors, evaluation of the left and right atrium, evaluationof left ventricle(LV) systolic/diastolic
function, congenital heart disease, diseases of the aorta,and so on. For more detailed descrip-
tion on echocardiographic examinations, we refer to the literature ‘The Echocardiographer’s
Pocket Reference’ by T. Reynolds(2013) [43].

Among echocardiographic examinations, we consider only evaluation of LV function in-
cluding dimensions, volumes, wall thickness, LV mass, LV mass index, longitudinal motion,
radial motion, circumferential, segmental wall motion, wall motion score index, etc. For its
quantitative assessment, wall motion tracking and LV volume quantification at each time is
needed. To avoid labor-intensive and time-consuming manual LV tracing process, demand for
automated LV tracking and analysis methods has been rapidlygrowing and there have been
plenty of studies on LV tracking methods. In Section 6, we represent a problem on LV motion
tracking and solutions by mathematical modelling.

4.2.2. A software for quantifying cardiac function.Automated LV tracking methods can be ap-
plied to analyze and quantify LV function. TomTec is a leading company in medical imaging
software solutions and offers industry partners or clinicians various solutions for quantifying
cardiac function based on 2D and 3D echocardiography. As an example of software solutions,
TomTec developed AutoStrainc© by applying automated LV tracking method to visualize LV
function quantitatively. AutoStrainc© provides automated LV function analysis based on car-
diac apical long axis views. It visualizes longitudinal strain results, obtained by 2D speckle
tracking, to be color-coded in the individual clips and combined in a Bull’s-eye plot.

4.2.3. A software for visualizing and quantifying blood flows.On the other hand, another
imaging software company AMID has recently developed ‘hi-def flow tracking’ a software
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for visualizing and quantifying the motion of blood flow (http://www.amid.net). It is also
called Omega Flow (Siemens, Mountain View, CA). It is not based on color Doppler images,
but echo-PIV technique applied to contrast-enhanced echocardiographic images. Along with
studies on its clinical possibility and feasibility, this software continues to develop to be used
to evaluate cardiac function clinically.

4.3. Radiological ultrasound. Ultrasound examinations in radiology consist of abdominal,
vascular, musculoskeletal, breast, thyroid ultrasonographies, and so on. Most of ultrasound ex-
aminations are performed by observing main features or measuring the shape and size of target
objects using gray-scale B-mode images. Doppler ultrasound is used typically for evaluating
blood flow through blood vessels.

4.3.1. Ultrasound examinations.Abdominal ultrasonography is used for diagnosing the dis-
eases of liver, gallbladder, spleen, pancreas, kidneys andbladder. As an example, liver is
scanned to examine focal liver disease, diffuse liver disease and hepatic vasculature.

Vascular ultrasound is adopted typically for observing common/internal carotid artery and
diagnosing carotid stenosis and chronic mesenteric ischaemia. According to carotid artery
stenosis, gray-scale B-mode images is used for characterizing plaques into four types and
Doppler ultrasound is used for evaluating both the macroscopic appearance of plaques and
flow characteristics [44].

Musculoskeletal ultrasound is a fast and dynamic way to examine shoulder impingement,
shoulder instability and rotator cuff disorders. It also allows evaluation of the joint, tendons and
ligaments by imaging elbow anatomy and wrist anatomy. Moreover, it is used for diagnosing
hand, hip, knee, ankle/foot, etc.

Breast ultrasound enables evaluating a symptomatic young or pregnant patient, to evaluate
a palpable lump with negative or equivocal mammographic findings, and to distinguish be-
tween benign and malignant characteristics. Benign characteristics of breast lesions include
well-circumscribed and hyperechoic tissue, wider than deep and gently curving smooth lobu-
lation. Meanwhile, malignant characteristics contain sonographic spiculation, deeper (taller)
than wide, micro-lobulation, thick hyperechoic halo, angular margins and markedly hypoe-
choic nodule [45].

Ultrasonography of thyroid is used to diagnose multi-nodular goitre, colloid cyst and thy-
roglossal duct cyst. Especially for diagnosing intra-nodular vascularity, Doppler ultrasound
is required. Large cystic component, comet tail artifact and halo are regarded as benign sono-
graphic features of multi-nodular goitre, while intra-nodular blood flow, large size and presence
of micro-calcification are classified as malignant features.

In addition, ultrasound elastography is used for evaluating liver disease or detecting tumors
of breast and thyroid by providing additional stiffness information of tissues [46, 47]. Differ-
ent from the conventional ultrasound imaging modes, it is a relatively new imaging mode for
visualizing qualitatively or quantitatively the stiffness information of tissues.

4.3.2. High technologies for radiology ultrasound.For radiology examinations, Samsung Medi-
son has released a premium ultrasound system ‘RS80A with Prestige’ with high technologies:
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S-Harmonic, HQ Vision, NeedleMate
TM

, CEUS+, S-Fusion, S-Tracking, S-Detect
TM

for Breast,
S-Detect

TM
for Thyroid, S-Shearwave, ElastoScan

TM
, etc. We can see the Samsung Medison’s

high technologies at: http://www.samsungmedison.com/ultrasound/general-imaging/rs80a/.

5. DOMESTIC-INDUSTRIAL PRODUCTS AND IMAGING TECHNOLOGIES

Samsung Medison and Alpinion are leading companies in domestic ultrasound imaging in-
dustry. They have released many ultrasound imaging systemsfor OB/GYN, cardiology and
radiology examinations. In this section, we deal with majorimaging features contained in the
ultrasound systems of Samsung Medison and Alpinion, and seehow mathematics is related to
the imaging features.

Based on the product information provided through the website or brochure, we compare
the imaging technologies of WS80A with Elite and E-CUBE 15EX(Women’s Health), which
are high-performance imaging systems for OB/GYN application, of Samsung Medison and
Alpinion, respectively. Table 1 shows most of imaging technologies are implemented by beam-
forming methods, signal processing, image processing methods such as speckle reduction, edge
enhancement, contrast enhancement, edge detection and image segmentation, digital scan con-
version and elasticity imaging methods. 3D volume rendering and visualization techniques are
used very much, especially for OB/GYN applications. As we know already, these ultrasound
imaging technologies are basically based on mathematical modelling, numerical solution and
visualization.

TABLE 1. Comparison of imaging technologies of two domestic companies:
Samsung Medison and Alpinion for OB/GYN ultrasound.(SCI: spatial com-
pound imaging, FCI: frequency compound imaging, DSC: digital scan conversion)

Samsung Medison (WS80A with Elite) Alpinion (E-CUBE 15EX)
Features Technologies

S-Harmonic Harmonic Imaging signal processing (filter design)
ClearVision

TM
Optimal Imaging Suite

TM
speckle reduction, edge enhancement,

contrast enhancement, SCI, FCI
5D Heart Color (Fetal heart examination) - 3D volume rendering, visualization

5D Limb Vol. - edge detection, automated measurement
5D CNS+ (Fetal brain measurement) - visualization, segmentation

5D NT (Nuchal translucency measurement) Auto NT (Nuchal Translucency) 3D volume rendering, segmentation
5D Follicle (Follicle measurement) - 3D visualization, segmentation

Realistic Vue
TM

Volume Master
TM

, Live HQ
TM

3D volume rendering, 3D DSC
Crystal Vue - 3D volume rendering, 3D DSC

ElastoScan
TM

Elastography elasticity imaging
E-Breast

TM
(ElastoScan

TM
for Breast)

E-Thyroid
TM

(ElastoScan
TM

for Thyroid)
S-Detect - segmentation, edge detection

S-Vue Transducer Crystal Signature
TM

transducer manufacture
Wide angle endocavity transducer Extreme High Density Endovaginal transducer beam-forming, DSC

(E3-12A, Max210o) (EV3-10X / EC3-10X, Max230o)
- Flow State mathematical modelling, optimization
- Auto Trace PW, CW edge detection
- Xpeed

TM
mathematical modelling, optimization
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On the other hand, we compare the imaging features of two systems HS70A and E-CUBE
15EX(Cardiology) for cardiology application. Like in OB/GYN ultrasound, most of the imag-
ing technologies shown in Table 2 are implemented by beam-forming methods, signal process-
ing, image processing methods including cardiac wall motion tracking, digital scan conversion
and elasticity imaging methods. Compared to OB/GYN ultrasound, two systems do not equip
3D volume rendering methods, but wall motion tracking methods. In order to develop accu-
rate wall motion tracking methods, understanding and mathematical modelling of cardiac wall
motion are indispensable for the technology advancements of cardiology ultrasound.

We note that Samsung Medison and Alpinion lack real-time 3D echocardiography in their
released cardiac ultrasound imaging systems, as shown in Table 2. Real-time 3D echocardiog-
raphy is related to beam-forming algorithms for 2D arrays, 3D rendering and visualization, 3D
wall motion tracking methods, spatial/temporal resolution enhancement, and so on.

TABLE 2. Comparison of imaging technologies of two domestic companies:
Samsung Medison and Alpinion for cardiology ultrasound.

Samsung Medison (HS70A) Alpinion (E-CUBE 15EX)
Features Technologies

S-Harmonic Advanced Harmonic Imaging signal processing (filter design)
- Anatomical M-mode edge detection
- Auto IMT edge detection

Arterial Analysis - edge detection, strain analysis
(detection of functional changes of vessels)

Strain+ CUBE Strain
TM

wall motion analysis, motion tracking
Stress Echo Stress Echo wall motion analysis, motion tracking

- Echo Master
TM

measurement
- Auto Trace PW, CW edge detection

S-Detect
TM

- segmentation, edge detection
E-Breast

TM
- elasticity imaging

E-Thyroid
TM

- elasticity imaging
S-Vue Transducer high density single crystal phased array transducer transducer manufacture

Advanced QuickScan
TM

Xpeed
TM

mathematical modelling, optimization

According to radiology applications, the imaging featuresof RS80A with Prestige and E-
CUBE 15EX are listed in Table 3. Among the imaging features, S-Shearwave, S-Fusion and
Respiration Auto are added imaging features for radiology ultrasound imaging. S-Shearwave
computes the propagate velocity of the shearwave through the targeted lesion using elastic wave
equation, while S-Fusion and Respiration Auto are based on image registration methods. S-
Fusion enables simultaneous localization of a lesion with areal-time ultrasound in conjunction
with other 3D volumetric imaging modalities. Unlike the conventional image fusion technol-
ogy, Samsung offers a quicker and more precise registrationprocess. Respiration Auto feature
minimizes registration differences between the inhaled CTand exhaled ultrasound scan images
by generating compensated exhaled CT image.

6. APPLICATION CASES OFMATHEMATICS

As shown in the previous sections, mathematics is widely used in ultrasound imaging. From
the understanding of wave propagation and its scattering, beam-forming algorithms, digital
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TABLE 3. Comparison of imaging technologies of two domestic companies:
Samsung Medison and Alpinion for radiology ultrasound.

Samsung Medison (RS80A with Prestige) Alpinion (E-CUBE 15EX)
Features Technologies

S-Harmonic Harmonic Imaging signal processing (filter design)
S-Vision beamformer - beam-forming

HQ Vision SRI / FullSRI
TM

speckle reduction, edge enhancement,
contrast enhancement, SRI, FCI

NeedleMate
TM

Needle Vision
TM

edge enhancement, contrast enhancement
CEUS+ - contrast enhancement

S-Shearwave - elasticity imaging, elastic wave equation
S-Fusion - image registration

Respiration Auto - image registration
S-Tracking - edge detection

Arterial Analysis - edge detection, strain analysis
(detection of functional changes of vessels)

S-3D Arterial Analysis - segmentation, 3D visualization
(volume measurement of artery plaque)

Auto IMT+
TM

Auto IMT edge detection
Strain+ - wall motion analysis, motion tracking

Stress Echo - wall motion analysis, motion tracking
S-Detect

TM
for Breast, S-Detect

TM
for Thyroid - segmentation, edge detection

ElastoScan
TM

Elastography elasticity imaging
E-Strain

E-Breast
TM

E-Thyroid
TM

S-Vue Transducer high density single crystal convex transducer, transducer manufacture
renowned ALPINION’s linear transducer set

- Panoramic Imaging image registration
Advanced QuickScan

TM
Xpeed

TM
mathematical modelling, optimization

scan conversion, signal processing theory, various image processing methods, and so on. In
this section, we introduce some practical cases of mathematical applications for ultrasound
imaging: LV motion tracking problem, LV vortex flow imaging problem and elasticity imaging
study. They were performed for an industry-university cooperation research, by the demands
in healthcare or by the demands in ultrasound imaging industry.

6.1. LV motion tracking problem. We consider a problem on LV motion tracking and its
solutions through mathematical models. The LV motion should be observed and analyzed
for evaluations of ventricular systolic/diastolic function, subclinical disease including amyloi-
dosis, LV hypertrophy and hypertrophic cardiomyopathy, coronary artery disease, and so on.
Typically, LV motion tracking is performed by observing speckle pattern. Speckle is inherent
appearance in ultrasound imaging and its local brightness reflects the local echogeneity of the
underlying scatterers. We introduce a case of overcoming limitation in LV motion tracking
problem.

6.1.1. Commonly used LV tracking methods and their limitations.Among various LV motion
tracking methods such as deformable models, statistical methods, classification methods and
so on, we can use optical flow methods. Optical flow methods arebased on the assumption that
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that the intensity of a moving object is constant over time. Let I(r, t) represent the intensity
of echocardiography at the locationr = (x, y) and the timet. Then the noisy time-varying
imagesI(r, t) approximately satisfy

u(r, t) · ∇I(r, t) +
∂

∂t
I(r, t) ≈ 0, (6.1)

whereu(r, t) is the velocity or displacement vector to be estimated. Especially, Lucas and
Kanade [48] used the locally constant motion to compute the velocity u(r0, t) at a target
location r0 = (x0, y0) and timet by forcing constant velocity in a local neighborhood of
r0 = (x0, y0) denoted byN (r0). Following them, Barronet al. [49] proposed an improved
model to estimate the velocityu(r0, t) by minimizing the weighted least square criterion in the
neighborhoodN (r0):

u(r0, t) := argmin
u

∫

N (r0)

[

w(r− r0)

(

u(r, t) · ∇I(r, t) +
∂

∂t
I(r, t)

)2
]

dr, (6.2)

wherew is a weight function.
On the other hand, region-based method (also known as the block matching or pattern match-

ing method) can be also used as the LV motion tracking. Duanet al. [50] used the region-based
method with cross-correlation coefficient as similarity measure as follows. For given two con-
secutive imagesI(·, t) andI(·, t +∆t), the displacementu(r, t) at each positionr and timet
is estimated by maximizing the cross-correlation coefficient:

u(r0, t) := argmax
u







∫

N (r0)
[I(r, t)I(r + u, t+∆t)]dr

√

∫

N (r0)
[I(r, t)]2dr

√

∫

N (r0)
[I(r+ u, t+∆t)]2dr







. (6.3)

However, there often exist some incorrectly tracked pointsin practical environment due to ul-
trasound artifacts, dropouts, or shadowing phenomena of cardiac wall [51]. It is problematic
to track the LV border in ultrasound images with unclear speckle pattern or weak signals. In
order to overcome this problems, Ahn [52] proposed a mathematical model for robust myocar-
dial border tracking by considering an affine transformation to describe a global motion that is
synthesized by integrating local deformations.

6.1.2. A mathematical modelling for robust LV tracking.We denote the LV border traced at
initially selected frame by a parametric contourC∗ = {r∗(s) = (x∗(s), y∗(s)) | 0 ≤ s ≤ 1}
that can be identified as itsn tracking pointsr∗1 = r

∗(s1), · · · , r
∗
n = r

∗(sn). Here,0 =
s1 < s2 < · · · < sn = 1. Let C(t) = {r(s, t) = (x(s, t), y(s, t)) | 0 ≤ s ≤ 1} be
the contour deformed fromC(0) = C∗ at time t. The motion of the contourC(t) will be
determined by an appropriately chosen velocityU(t) indicating a time change of tracking
points(r1(t), · · · , rn(t)):

U(t) :=







1(t)
...

n(t)






=

d

dt







r1(t)
...

rn(t)






with







r1(0)
...

rn(0)






=







r
∗
1
...
r
∗
n






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Here, we identify the contourC(t) with tracking points(r1(t), · · · , rn(t)). We computeU(t)
for each timet by minimizing the following energy functional reflecting local-to-global defor-
mation:

Et(U) :=
1

2

n
∑

i=1











∫

N (ri(t))
w(r′ − ri(t))

{

ui · ∇I(r′, t) + ∂
∂tI(r

′, t)
}2

dr′

+λ

∣

∣

∣

∣

ri(t) + ui −

[

a1(U) a2(U)
a3(U) a4(U)

]

r
∗
i −

[

a5(U)
a6(U)

]∣

∣

∣

∣

2











(6.4)

whereλ is a nonnegative parameter and the affine coefficientsa1(U), · · · , a6(U) at timet are
given by




a1(U) a3(U)
a2(U) a4(U)
a5(U) a6(U)



 =
(

Φ(C∗)TΦ(C∗)
)−1

Φ(C∗)T







(r1(t) + u1)
T

...
(rn(t) + un)

T






, Φ(C∗) :=







r
∗
1
T 1
...

...
r
∗
n
T 1






.

This study has been performed as an industry-university cooperation research. Based on the
proposed model, LV tracking methods of improved performance are being developed.

6.2. A new imaging mode: vortex flow imaging. Vortex flow imaging has recently attracted
much attention as a new application for evaluating blood flow[53–55], because it visualizes
and quantifies time-varying blood flow inside LV using available ultrasound data. It has shown
the potential possibility and availability for evaluatingblood flow. In order to compute the
velocity fields of blood flow, it is required to model blood flowbased on fluid equation.

6.2.1. A reconstruction problem of blood flow.With echo-PIV(particle image velocimetry)
[56, 57] being representative, there are several methods tocompute and visualize the velocity
fields of blood flow inside LV. Echo-PIV is based on optical flowmethods tracking the speckle
patterns of blood flow to estimate blood motion. However, Echo-PIV is not completely nonin-
vasive because it requires the intravenous injection of a contrast agent to obtain images suitable
for the speckle tracking algorithm. To develop less invasive techniques, methods to reconstruct
blood flows from color Doppler images have been proposed [58–63]. We represent mathe-
matical models to reconstruct the velocity of blood flow, especially using color Doppler data
reflecting one-directional velocity components of blood flow along scanlines.

6.2.2. A mathematical modelling of 3D blood flow.Let D be a 3D imaging domain,Ω(t) a
time-varying LV region satisfyingΩ(t) ⊆ D ⊆ R

3, andT a beat cycle. For the beat cycleT ,
we consider a spatial-temporal domainΩT defined byΩT :=

⋃

0<t<T

Ω(t)× {t} ⊆ D × (0, T ).

Let v(r, t) be a velocity field of the blood flow inΩt ∈ ΩT at timet. Then the fluid equations
governing the blood flowv is given by the 3D incompressible Navier-Stokes equations:







ρ̃

(

∂v

∂t
+ v · ∇v

)

= −∇p+ µ̃∇2
v in Ωt,

∇ · v = 0 in Ωt.

(6.5)
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In order to solve (6.5), we need proper boundary conditions or some conditions based on
ultrasound measurement data as follows:

Let a(r) be scanline directional unit vector at the positionr ∈ D andD(r, t) color Doppler
image inΩt. GivenD(r, t), we then consider an inverse problem to find a 3D vector field
v = (u, v, w) satisfying the following condition:

a(r) · v(r, t) = D(r, t). (6.6)

However, in clinical practice, it is currently very difficult to acquire 3D color Doppler images
given by (6.6). A mathematical model appropriate to the measurements on 2D ultrasound
imaging should be considered.

6.2.3. A reconstruction model with mass-source term.Janget al. [64] suggested a 2D re-
construction model using incompressible Navier-Stokes equations with mass-source terms to
reflect 3D motion of blood flow as the following: LetD be a 2D imaging domain andΩ(t)
the cross-section of the LV region in the A3CH view so that they satisfyΩ(t) ⊆ D ⊆ R

2 and
v(x, t) = (u(x, t), v(x, t)) the velocity fields of flow at the positionx ∈ D and timet. Then
the fluid equations governing the blood flow on the imaging planeD are modeled as































∂u

∂t
+ u

∂u

∂x
+ v

∂u

∂y
= −

1

ρ̃

∂p

∂x
+

µ̃

ρ̃
∇2u+

µ̃

3ρ̃2
∂s

∂x
,

∂v

∂t
+ u

∂v

∂x
+ v

∂v

∂y
= −

1

ρ̃

∂p

∂y
+

µ̃

ρ̃
∇2v +

µ̃

3ρ̃2
∂s

∂y
,

∂u

∂x
+

∂v

∂y
=

s

ρ̃
,

(6.7)

We note that this model (6.7) is equivalent to a 2D incompressible flow having a source-sink
distributions(x, t) [65]. In order to solve (6.7), we consider color Doppler images measured
practically in the imaging planeD. We set the 3D coordinate system for thexy-plane to contain
Ω(t) and thez-axis to be normal to this plane. LetD(x, t) be the measured color Doppler data,
expressed as the inner product of the scanline vector and thevelocity vector

D(x, t) = (a1(x), a2(x)) · (u(x, t), v(x, t)). (6.8)

Therefore, we obtain a mathematical problem to findv satisfying (6.7) and (6.8) simultane-
ously. Some numerical simulations are performed for solving the given problem and validating
the proposed mathematical model.

6.3. Acoustic radiation force-based elastography.Acoustic radiation force(ARF) is caused
by absorbed ultrasound wave energy while ultrasound wave propagates through soft tissues.
The absorbed energy accumulates in tissue and it generates volume force in the propagation
direction of ultrasound beam. This ARF technique enables inducing stress at desired position
and measuring response to the stress with a single ultrasound system, whereas other elastogra-
phy techniques require manual push or additional devices toinduce stress or shear waves [66].
We consider ARF-based shear wave elasticity imaging (SWEI)that maps tissue elasticity by
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measuring the propagation speed of shear waves generated byARF. The propagation speedc
is expressed as

c =

√

µ

ρ
,

whereµ andρ are the shear modulus and density of tissue, respectively. We note that tissue
elasticity can be quantified by estimatingc.

FIGURE 5. A description of elasticity imaging using shear wave. Thepropa-
gation of shear wave is observed through ultrasound images,acquired from a
research ultrasound system E-CUBE 12R (Alpinion, Korea).

6.3.1. Mathematical model.An inverse problem for ARF-based ultrasound elastography is to
reconstruct the shear modulusµ from the measured axial movementw which satisfies

ρ
∂2w

∂t2
= µ∇2w + fz in R

3 × (0, T ), (6.9)

wherefz is induced ARF in the axial direction, that is, the vertical direction in imaging planes
shown in Fig. 5. Note that the excitationfz and the induced displacementw are not time-
harmonic. Let supp(fz) be the support offz in the spatio-temporal domain. Then, we assume
that supp(fz) is given because it is possible to change a focal point for inducing ARF. More-
over, we assume thatfz = 0 out of supp(fz) to avoid the difficulty in quantifyingfz due
to the uncertainty of medium [67]. Then, the inverse problemis formulated as a problem to
reconstruct the shear modulusµ from the measured axial movementw satisfying

ρ
∂2w

∂t2
= µ∇2w in (R3 × (0, T )) \ supp(fz). (6.10)



INDUSTRIAL MATHEMATICS IN ULTRASOUND IMAGING 193

Nightingaleet al. [68] suggested the algebraic inversion of the equation in (6.10) to estimate
µ
ρ :

µ

ρ
=

∂2w
∂t2

∇2w
(6.11)

However, it could be unstable since numerical approximation of second-order derivatives in
(6.10) are sensitive to noise. In many approaches, wave propagation speed is estimated by
computingµ

ρ instead of the direct inversion [46,47,69].

t

w(r, t)

r

A

B

C

Tx

Tz

c =
cxcz

√

c2x + c2z
cx =

|rA − rB|

Tx
cz =

|rA − rC |

Tz

Wavefronts

A B

C

c

cx

cz

FIGURE 6. Illustration of time delaysTx and Tz for estimating the lateral
speedcx and axial speedcz of shear wave propagation.

We consider time delay to estimate the shear wave propagation speed. As shown in Fig. 6,
let Tx be the time delay, that is, the difference between arrival times of the displacement signal
by shear wave propagation at two positionsA andB placed on a lateral line. Then the shear
wave propagation speedcx in the lateral direction is given by

cx =
|rA − rB |

Tx
, (6.12)

whererA andrB are the coordinates ofA andB, respectively. Therefore,Tx is computed by

Tx = arg max
τ∈(0,T )

∫ T

0
w(x1, t)w(x2, t− τ)dt. (6.13)

Since the wave propagation direction may not be parallel to the lateral direction (Fig. 6) in
many cases of ARF-based excitation, we deal with the shear wave propagation speedcz in the
axial direction. Likewise, letTz be the time delay, that is, the difference between arrival times
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of the displacement signal by shear wave propagation at two positionsA andC placed on a
axial line. Thencz is expressed as

cz =
|rA − rC |

Tz
, (6.14)

whererC is the coordinate ofC. From cx and cz, we can compute the propagation speed
velocity c [70]:

c =
cxcy

√

c2x + c2z
. (6.15)
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FIGURE 7. A simple description of TOF approach. The disturbance of blue
curve corresponds to the displacement at offset from the source. Arrival time
of the wave-front is tracked by the red line.

6.3.2. Eikonal equation-based approaches.As illustrated in Fig. 7, wave propagation speed
can be estimated from the slope between offset position and arrival time of wave-front. The
propagation speedc can be estimated by the gradient of arrival timeT using the Eikonal equa-
tion [71]:

|∇T | =
1

c
, (6.16)

whereT (r) is defined by

T (r) = inf{t > 0 : |w(r, t)| > 0}. (6.17)

In a realistic case,T (r) is estimated by using a fixed thresholdδ above a noise level of the
estimatedw(r, t) [72]:

T (r) ≈ inf{t > 0 : |w(r, t)| > δ}. (6.18)

As an alternative way, the biased cross-correlationC is suggested by McLaughlinet al. [73]

T (r) ≈ arg max
τ∈(0,T )

1

T

∫ T

0
w(rref, t)w̃(r, t− τ)dt for rref a reference point, (6.19)
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where

w̃(r, t) =











w(r, t) if 0 ≤ t ≤ T,

w(r, t − T ) if t ≥ T,

w(r, t + T ) if t ≤ 0.

(6.20)

7. CURRENT HOT TOPICS ANDCHALLENGING ISSUES

In this section, we introduce current hot topics in ultrasound imaging, especially in the
domestic ultrasound industry. Samsung Medison, a global medical equipment company and a
leading domestic company, has recently published some white papers [74–80] on: S-Detect

TM
,

5D CNS, E-Thyroid
TM

, E-Breast
TM

(breast ElastoScan
TM

), S-Shearwave, Aterial Analysis, and
so on. The white papers report the advantages and shortcomings of each technology.

7.1. Hot topics in ultrasound imaging.

• S-Detect
TM

is a software analyzing the features of lesions and assessing the possibility
of malignancy. It uses a machine learning-based algorithm [81]. By showing excellent
agreement of91.2% with the assessment of breast dedicated radiologist in interpreting
the breast mass, it is suggested as a good decision-making support for the beginners
or non-breast radiologists. However, with the sensitivityof 84.6% at the same time, it
missed two breast cancers of relatively circumscribed isoechoic and hypoechoic masses
with suspicious clinical findings. Therefore, it is reported that circumscribed malignant
masses may be remained as the limitation of S-Detect

TM
and S-Detect

TM
is not available

to find subtle suspicious features [74].
• A semi-automatic method is proposed for biometric measurements of fetal central ner-

vous system(CNS) from 3D ultrasound volume data of brain. Itreduce the number of
operations and examination time. Its high success rate>90% is reported under clinical
evaluation [75].

• E-Thyroid
TM

uses carotid artery pulsation, not external compression byfree hands, as a
compression source. While E-Thyroid

TM
effectively differentiates malignant from be-

nign in most thyroid nodules including calcified nodule, theextreme location of a nod-
ule in the tyroid can affect the results [76].

• E-Breast
TM

is helpful for characterizing different regions as a complementary diagnostic
imaging technology, based on strain imaging technique. However, it would be impor-
tant not to evaluate a lesion from an isolated manner with strain ratio generated from
E-Breast

TM
[77].

• S-Shearwave is a technology enabling quantitative analysis of tissue stiffness for as-
sessing liver fibrosis. Unlike the color map used in the conventional elasticity imaging,
S-Shearwave displays the stiffness value and Reliable Measurement Index(RMI) for
the region of interest [78].

Among them, S-Detect
TM

, 5D CNS and Aterial Analysis are CADe/CADx softwares. There
are numerous demands of CADe and CADx for many medical imaging methodologies [82–85]
as well as ultrasound [86–88]. According to the applications, CADe is implemented by various
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image processing methods: histogram-based thresholding and active contours for segmenting
anomaly [83], neural network-based approaches for robust segmentation [89–91]. In the lit-
eratures [86, 87], it is reported that neural network and support vector machine techniques are
used for CADx.

On the other hand, currently commercialized elasticity imaging modes:E-Thyroid
TM

, E-
Breast

TM
, S-Shearwave [76–78] are commonly used as a complementary diagnostic tool. It

is required to quantify more accurately the stiffness of tissues.
Fusion imaging techniques have been used for volume navigation of 2D ultrasound images

within other 3D CT or MR images. In order to register different images acquired from med-
ical imaging modalities, the fusion imaging techniques have been developed with the help of
landmarks, position sensors, or electromagnetic needle tracking [92–94]. As real-time 3D ul-
trasound imaging becomes feasible, fusion imaging technique for 3D volume data is considered
as a promising tool for computer-aided surgery [94–96]. In 3D fusion imaging, external devices
such as landmarks, position sensors or electromagnetic needle tracking can be removed [97,98].
Samsung Medison developed the fusion imaging techniques called S-Fusion.

Additionally, we introduce some issues in ultrasound imaging, related to mathematical mod-
elling, numerical solutions, image processing and visualization.

7.2. Issues on LV tracking methods.

• Real-time 3D ultrasound imaging is capable of providing good 3D visualization of or-
gans. However, its resolution is not good enough to discriminate features smaller than
a few millimeters and LV tracking methods based on speckles are not appropriate to
be applied to 3D ultrasound images. We can consider 3D LV tracking by constructing
the motion of 3D LV shape from 2D LV borders, which are extracted by applying LV
tracking methods to multiple 2D echocardiography data. Howcan we model the rela-
tionship between the change of LV borders observed on 2D echocardiography and the
3D LV shape?

• LV motion tracking methods include inevitable limitation on 2D echocardiography
because of the helical structure of cardiac ventricular anatomy. For a heartbeat cycle,
it is difficult to track a portion of LV border designated at the initial stage on a 2D
ultrasound image. In fact, it gets out of the imaging plane. How can we model the
relationship between the change of LV borders observed on 2Dechocardiography and
the 3D helical behavior of cardiac motion?

7.3. Issues on vortex flow imging.

• Vortex flow imaging consists of defining LV geometry from echocardiographic images
and reconstructing the velocity field of blood flow in the moving LV region. Let us
assume that the acquisition of 3D color Doppler imaging at high frame rate is available.
Can we model an inverse problem for reconstructing the 3D velocity field of blood flow
from the partial velocity information obtained through the3D color Doppler images?
[99].
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7.4. Issues on elasticity imaging.

• Inherent low SNR of the estimatedw makes the direct inversion (6.11) difficult so that
many models reconstructingc are based on the time-of-flight(TOF)-based approaches.
However, they do not fully guarantee stability in practicalsituations since the inverse
of time-delay or|∇T | are still necessary for the speed estimation. In order to overcome
the problem, Wanget al. suggest a fitting model for the estimatedT (r) [100]

T (r) = β · r+ t0, (7.1)

wheret0 is a fitting parameter andβ a fitting parameter vector satisfying

|β| = c. (7.2)

However, in inhomogeneous medium, the fitting model (7.1) could not describeT (r)
properly because refraction on the boundary between different tissues makes non-linear
distortion of arrival-time. We need a modified fitting model for T (r) which assumes
the presence of anomaly.

8. CONCLUSION

Ultrasound imaging industry is very promising in terms of technology advancements as well
as the market size and growth. Like in other industries, the ultrasound imaging technologies
have been advanced and innovated throughMathematics. In this article, we described the his-
tory of ultrasound imaging, its basic principle, its diagnostic applications, domestic-industrial
products, practical use of mathematics, hot topics and challenging issues related to ultrasound
imaging. Through them, we confirmed thatMathematicshas been used commonly as mathe-
matical modelling, numerical solutions and visualization, combined with science, engineering
and medicine in ultrasound imaging.

The practical use ofMathematicsin ultrasound imaging requires the understanding of human
body and imaging system overall. Based on that understanding, we should perform physics-
based mathematical modelling, deal with the measurement data acquired through ultrasound
imaging systems and solve various problems and challengingissues in ultrasound imaging.

Currently, there are still numerous demands of technology advancements in healthcare and
ultrasound imaging industry, especially in domestic ultrasound industry. As we have seen be-
fore, Mathematicscan contribute to the advances and innovation of ultrasoundimaging tech-
nology. We hope many mathematicians contribute much to ultrasound technology innovation.
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