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ABSTRACT. In this paper we discuss some recovery of H(div)-conforming flux approxima-
tions from the equilibrated fluxes of Ainsworth and Oden for quadratic finite element methods
of second-order elliptic problems. Combined with the hypercircle method of Prager and Synge,
these flux approximations lead to a posteriori error estimators which provide guaranteed upper
bounds on the numerical error. Furthermore, we prove some superconvergence results for the
flux approximations and asymptotic exactness for the error estimator under proper conditions
on the triangulation and the exact solution. The results extend those of the previous paper for
linear finite element methods.

1. INTRODUCTION

A posteriori error estimators play a vital role in efficient implementation of finite element
methods through automatic adaptive mesh refinement. The quality of an error estimator η is
typically evaluated in terms of the so-called effectivity index η/|||e|||, where |||e||| denotes the nu-
merical error measured in some norm (e.g., the energy norm) related to the underlying problem.
For example, the reliability and efficiency of η are verified by showing that its effectivity index
is uniformly bounded above and below by positive constants independent of the mesh size.
In early days the error estimators using strong residuals of the discrete solutions were widely
studied, but they tend to exhibit rather large effectivity indices. Moreover, their reliability and
efficiency results contain positive constants which are generally impossible to trace out.

In the meantime, there has been a great deal of effort in developing other types of a poste-
riori error estimators which show better performance than traditional residual-based ones. In
particular, it is now well known that recovery-based error estimators such as SPR and PPR
[5, 6, 7, 8, 9] and Bank–Weiser error estimators [1, 2, 3, 4] very often produce amazingly
accurate results in the sense that η/|||e||| → 1 as the mesh size tends to zero. This so-called
asymptotic exactness, however, depends heavily on the structure of the triangulation and the
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regularity of the exact solution, and is usually established by using the superconvergence prop-
erty of the discrete solutions.

On the other hand, the hypercircle method of Prager and Synge [10] has the advantage
of providing guaranteed upper bound η ≥ |||e||| under minimal conditions (see, for example,
[11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21]), which can be used in constructing stopping criteria
for iterative solvers [22, 23]. This method requires recovery of H(div)-conforming flux ap-
proximations for primal finite element methods of second-order elliptic problems considered
in this paper. For example, one may use the equilibrated fluxes on interelement boundaries
[24, Chapter 6] or solve carefully designed local Neumann problems [12, 14, 17] to recover the
flux approximations in the Raviart–Thomas spaces. It is worthwhile to mention that the latter
recovery techniques offer polynomial-degree-robust efficiency results in contrast to other error
estimators.

In the previous paper [25] for linear finite elements, we recovered the flux approximation in
the lowest order Raviart–Thomas space using the equilibrated fluxes of Ainsworth and Oden,
and proved its superconvergence under proper conditions on the triangulation and the exact
solution. Moreover, a postprocessing scheme was proposed to improve this flux approxima-
tion by adding the curl of a quadratic bump function which minimizes the L2 error of the flux
approximation. This minimization involves solving a global matrix system, but it is very in-
expensive due to well-conditioning of the matrix system. This leads to an a posteriori error
estimator which achieves not only guaranteed upper bound (in all cases) but also asymptotic
exactness when the improved flux approximation is superconvergent.

The purpose of this paper is to extend the results of [25] to quadratic finite elements. In the
computational aspect, the overall framework is similar to linear finite elements. We first recover
a flux approximation in the next-to-lowest order Raviart–Thomas space using the equilibrated
fluxes of Ainsworth and Oden, and then improve it by adding the curl of some optimal cubic
bump function. On the contrary, in the theoretical aspect, the proof of superconvergence of the
flux approximation in the Raviart–Thomas space is nontrivial and technically quite different
from that of [25]. The proof is rather lengthy, so we give it separately in the last section.

The rest of the paper is organized as follows. In the next section we introduce the model
problem, the quadratic finite element method and theH(div)-conforming finite element spaces.
Section 3 gives an overview of the equilibrated fluxes of Ainsworth and Oden. In Section 4 we
present the main results of this paper: recovery ofH(div)-conforming flux approximations, the
superconvergence result, the postprocessing scheme, and the a posteriori error estimator which
achieves both guaranteed upper bound and asymptotic exactness. In Section 5 some numerical
results are reported to illustrate the effectiveness of the postprocessing scheme. Finally, Section
6 contains the proof of the superconvergence result presented in Section 4.
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2. PRELIMINARIES

2.1. Model problem. Let Ω be a bounded polygonal domain in R2 and consider the second-
order self-adjoint elliptic problem{ −div(a(x)∇u) + c(x)u = f in Ω,

u = uD on ∂Ω
(2.1)

for given functions f ∈ L2(Ω) and uD ∈ H1/2(∂Ω). The coefficient a(x) is a symmetric and
uniformly positive definite matrix-valued function and c(x) is a nonnegative function on Ω.
The Dirichlet boundary condition is considered only for simplicity, and it is possible to extend
subsequent results to more general boundary conditions.

The variational formulation of the problem (2.1) reads as follows: find u ∈ H1(Ω) such that
u|∂Ω = uD and

B(u, v) = (f, v)Ω ∀v ∈ H1
0 (Ω), (2.2)

where (·, ·)G denotes the standard L2 inner product over a subdomain G ⊂ Ω and the bilinear
form B(·, ·) is defined by

B(u, v) := (a∇u,∇v)Ω + (cu, v)Ω.

For later use we define the energy norm of v ∈ H1(Ω) over a subdomain G ⊂ Ω as

|||v|||G :=
(
∥a1/2∇v∥20,G + ∥c1/2v∥20,G

)1/2
.

2.2. Finite element method. Let Th = {K} be a shape-regular triangulation of Ω with the
mesh size h = maxK∈Th hK , where hK is the diameter of K. The set of all vertices of Th is
denoted by Nh = NΩ ∪N∂Ω, where NΩ and N∂Ω consist of all interior and boundary vertices
of Th, respectively. For a vertex n ∈ Nh, we denote the set of all elements (resp. edges) of Th
sharing n by Tn (resp. En) and set ωn =

⋃
K∈Tn K. Let Eh = EΩ ∪ E∂Ω be the set of all edges

of Th, where EΩ and E∂Ω consist of all interior and boundary edges of Th, respectively. For a
triangle K ∈ Th, let EK be the set of three edges of K and nK the outward unit normal to ∂K.

For simplicity of exposition, we assume that the Dirichlet datum uD in (2.1) is continuous
and piecewise quadratic over E∂Ω. This assumption may be removed by including the data
oscillation of uD in subsequent results which is a higher order perturbation if uD is piecewise
smooth over E∂Ω.

Let Pr(K) be the space of all polynomials of degree ≤ r on K and let uh ∈ P2 be the
continuous piecewise quadratic finite element approximation to the solution u of (2.2) which
satisfies uh|∂Ω = uD and

B(uh, vh) = (f, vh)Ω ∀vh ∈ P2 ∩H1
0 (Ω), (2.3)

where P2 is the quadratic finite element space defined by

P2 := {vh ∈ H1(Ω) : vh|K ∈ P2(K) ∀K ∈ Th}.
The following optimal H1-error estimate is well known

∥u− uh∥1,Ω ≤ Ch2∥u∥3,Ω, (2.4)
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and by means of the duality argument, one can obtain the L2-error estimate

∥c1/2(u− uh)∥0,Ω ≤ Ch2+ϵ∥u∥3,Ω, (2.5)

provided that Ω is (1 + ϵ)-regular for some 0 < ϵ ≤ 1, namely, the solution u of (2.2) with
uD = 0 satisfies the regularity estimate ∥u∥1+ϵ,Ω ≤ C∥f∥0,Ω for every f ∈ L2(Ω). It is well
known (cf. [26]) that this regularity estimate holds for bounded polygonal domains (with ϵ
depending on the largest interior angle of the domain).

Above and in what follows, the letter C will denote a generic positive constant depending
only on the shape-regularity of Th and/or the solution u as well as the coefficients a(x) and
c(x) of the problem (2.1). Whenever C depends on u, we will explicitly write C(u) to indicate
its dependence on u, as in (2.6) below.

The H1-error estimate (2.4) cannot be improved, except in trivial cases, as we have the
following lower bound for quasi-uniform triangulations under mild assumptions on the solution
u (see [27, Corollary 3.1])

∥∇(u− uh)∥0,Ω ≥ C(u)h2. (2.6)

But, when the triangulation Th is structured and the solution u is smooth enough, one can derive
a superconvergence result between the finite element solution uh and some interpolation of u
in P2 defined below.

Let uI ∈ P2 be the quadratic interpolation of uwhich has the same value as u at every vertex
of Th and the same integral as u over every edge of Th∫

γ
(u− uI) ds = 0 ∀γ ∈ Eh. (2.7)

The following local interpolation error estimate holds for K ∈ Th (cf. [31])

∥u− uI∥0,K + hK |u− uI |1,K + h2K |u− uI |2,K ≤ Ch3K |u|3,K . (2.8)

We also need some constraints on the structure of the triangulation (cf. [5, 8]).

Condition (α, σ): there exist a partition Th = T1,h ∪T2,h and positive constants α, σ such that
• every two adjacent triangles of T1,h form O(h1+α)-perturbation of a parallelogram.
•
∑

K∈T2,h |K| = O(hσ), where |K| denotes the area of K.

Loosely speaking, this condition means that the triangulation Th is nearly uniform except on a
small part having area O(hσ). The following superconvergence result was essentially proved
in [28] with ρ = min(α, σ2 ,

1
2)

|||uI − uh|||Ω ≤ Ch2+ρ(∥u∥4,Ω + |u|3,∞,Ω) (2.9)

under the assumptions that Th satisfies Condition (α, σ) and u ∈ H4(Ω) ∩W 3,∞(Ω).

Remark 2.1. Condition (α, σ) was extended in [29] to Condition (α, σ, µ) for adaptive trian-
gulations near corner singularities. Under this condition, the superconvergence result (2.9) is
proved in terms of the total number of degrees of freedom N , instead of the mesh size h. We
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believe that the subsequent results of this paper can be extended to triangulations satisfying
Condition (α, σ, µ).

2.3. Raviart–Thomas and Brezzi–Douglas–Marini spaces. To approximate the flux vari-
able σ := a∇u in the function space

H(div; Ω) := {τ ∈ (L2(Ω))2 : div τ ∈ L2(Ω)},

we choose the next-to-lowest Raviart–Thomas and second-order Brezzi–Douglas–Marini spaces
defined by

RT1 := {τ h ∈ H(div; Ω) : τ h|K ∈ RT1(K) ∀K ∈ Th},
BDM2 := {τ h ∈ H(div; Ω) : τ h|K ∈ (P2(K))2 ∀K ∈ Th},

where
RT1(K) := (P1(K))2 + (x1, x2)P1(K).

Note that RT1 ⊊ BDM2 and

divRT1 = divBDM2 = {vh ∈ L2(Ω) : vh|K ∈ P1(K) ∀K ∈ Th}.

The eight degrees of freedom for τ h ∈ RT1(K) are chosen to be∫
γ
τ h · nK ξ ds for ξ ∈ P1(γ), γ ∈ EK and

∫
K
τ h dx, (2.10)

where ξ is one of two linear basis functions associated with the vertices of γ.
The Raviart–Thomas interpolation operator ΠRT

h : (H1(Ω))2 ∪ BDM2 → RT1 is defined
via the degrees of freedom (2.10) by

∫
γ
ΠRT

h τ · nγ ξ ds =

∫
γ
τ · nγ ξ ds for ξ ∈ P1(γ), γ ∈ Eh∫

K
ΠRT

h τ dx =

∫
K
τ dx for K ∈ Th,

(2.11)

where nγ is a unit normal to γ. By the definition it is easy to verify that

div(ΠRT
h σ) = Q1

h(divσ), (2.12)

where Q1
h|K is the standard L2 projection onto P1(K).

Similarly, the Brezzi–Douglas–Marini interpolation operator ΠBDM
h : (H1(Ω))2 → BDM2

can be defined in such a way that

ΠRT
h ΠBDM

h = ΠRT
h ,

and the following interpolation error estimates can be derived (cf. [30])

∥σ −ΠRT
h σ∥0,Ω ≤ Ch2∥σ∥2,Ω, ∥σ −ΠBDM

h σ∥0,Ω ≤ Ch3∥σ∥3,Ω. (2.13)
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3. EQUILIBRATED FLUXES

Guaranteed a posteriori upper bounds on the error |||u−uh|||Ω can be obtained by applying the
hypercircle method of Prager and Synge [10] which requires recovery of aH(div)-conforming
approximation σh ≈ σ = a∇u from the finite element approximation uh ∈ P2. For this
recovery it is convenient to first construct equilibrated fluxes {gK ∈ L2(∂K)}K∈Th , approx-
imating the exact normal fluxes {σ · nK |∂K}K∈Th , which satisfy the 2nd-order equilibration
conditions for all K,K ′ ∈ Th

BK(uh, vh) = (f, vh)K +

∫
∂K

gKvh ds ∀vh ∈ P2(K) (3.1)

gK + gK′ = 0 on ∂K ∩ ∂K ′, (3.2)

where BK(·, ·) is the restriction of B(·, ·) to K

BK(u, v) := (a∇u,∇v)K + (cu, v)K .

In [24] the equilibrated flux gK is taken to be quadratic on each edge of K for quadratic finite
elements. Our goal is to recover σh ∈ RT1 from gK via the degrees of freedom (2.10), so
it is necessary to compute the integral moments of gK |γ with respect to linear basis functions
associated with the vertices of γ, which will be denoted by

µγK,n :=

∫
γ
gKθ

1
n ds.

Here θ1n ∈ P1(K) is the standard hat function (the subscript n refers to a vertex of γ). We also
define the flux moments of a function w ∈ H2(ωn) by

µγK,n(w) :=

∫
γ
a∇w · nK θ1n ds.

It was shown in [24, Section 6.7] that the equilibrated flux moments {µγK,n}K∈Tn,γ∈En as-
sociated with each vertex n ∈ Nh may be determined by solving a small local problem over
the patch ωn. In the following we give a brief description of some notation and results about
{µγK,n}K∈Tn,γ∈En which are mostly taken from [4, Subsection 6.1].

Fix a vertex n ∈ Nh and let N be the number of elements in Tn (depending on n).
The elements in Tn are numbered clockwise as K1,K2, · · · ,KN and the edges in En as
γ1, γ2, · · · , γN+1 in such a way that γi = ∂Ki−1 ∩ ∂Ki for 2 ≤ i ≤ N . Note that γ1 =
γN+1 = ∂K1 ∩ ∂KN if n ∈ NΩ, but γ1 and γN+1 are different boundary edges if n ∈ N∂Ω.
For brevity, we set

µγi,n = µγKi,n
, µγi,n(w) = µγKi,n

(w) (1 ≤ i ≤ N)

and define the following 2N × 1 vectors of flux moments associated with vertex n

bn :=
[
µγ11,n, · · · , µγNN,n, µγ21,n, · · · , µ

γN+1

N,n

]T
,

bn(w) :=
[
µγ11,n(w), · · · , µγNN,n(w), µγ21,n(w), · · · , µ

γN+1

N,n (w)
]T
.
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Then the equilibration conditions (3.1)–(3.2) with vh = θ1n applied to K1,K2, · · · ,KN lead to
the following system of 2N linear equations for the vector bn (containing 2N unknowns)

µγii,n + µ
γi+1

i,n = ∆i(uh) (1 ≤ i ≤ N) (3.3)

µγ11,n + µ
γN+1

N,n =

N∑
i=1

∆i(uh) (3.4)

µγii−1,n + µγii,n = 0 (2 ≤ i ≤ N), (3.5)

where

∆i(w) := BKi(w, θ
1
n)− (f, θ1n)Ki .

The equation (3.4) is actually redundant as it can be obtained from (3.3) and (3.5). Hence the
linear system (3.3)–(3.5) is valid for all n ∈ Nh.

To write (3.3)–(3.5) in matrix-vector form, we introduce the following permutation of the
N ×N identity matrix IN

JN :=


0 0 · · · 0 1

1 0 · · · 0 0
...

...
...

...
0 0 · · · 1 0


and the N × 1 and (N − 1)× 1 vectors consisting of ones and zeros

1N :=
[
1 1 · · · 1

]T
, 0N−1 :=

[
0 0 · · · 0

]T
.

Then the linear system (3.3)–(3.5) is equal to

ANbn =


yn(uh)∑N
i=1∆i(uh)

0N−1

 ,
where

AN :=

[
IN IN

IN JN

]
, yn(w) :=

[
∆1(w), ∆2(w), · · · , ∆N (w)

]T
.

Since the equation (3.4) is redundant and the null space of AN is the one-dimensional space

spanned by νN :=

[
1N

−1N

]
(cf. [4]), this system has a one-parameter family of solutions

among which we choose the solution minimizing the quadratic functional

|bn − bn(uh)|2 =
∑
K∈Tn

∑
γ∈En∩EK

(
µγK,n − µγK,n(uh)

)2
.
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It was shown in [4] that this choice gives the solution bn which uniquely solves the (2N +1)×
2N (augmented) matrix system

[
AN

νT
N

]
bn =


yn(uh)∑N
i=1∆i(uh)

0N−1

νT
Nbn(uh)

 . (3.6)

We can also deduce the following stability result from that of [4] when the matrix system (3.6)
has a more general right-hand side.

Lemma 3.1. For all y =
[
y1 y2 · · · yN

]T and z ∈ R, the (2N+1)×2N matrix system

[
AN

νT
N

]
x =


y∑N
i=1 yi

0N−1

z

 (3.7)

has a unique solution x ∈ R2N which satisfies

|x| ≤ C(|y|+ |z|),
where the constant C depends only on N .

Remark 3.2. Let us briefly describe a solution of the linear system (3.3)–(3.5) for a boundary
vertex n in the case of the mixed boundary condition

u|∂Ω\Γ = uD and a∇u · n|Γ = gΓ, (3.8)

where n is the outward unit normal to ∂Ω and every γ ∈ E∂Ω lies in either Γ or ∂Ω \ Γ. If
γ1 ⊂ Γ, then we set

µγ11,n =

∫
γ1

gΓθ
1
n ds. (3.9)

Since the linear system (3.3)–(3.5) is valid for all n ∈ Nh and its null space is one-dimensional,
it has a unique solution once µγ11,n is chosen as (3.9). If γ1 ∪ γN+1 ⊂ Γ, we further obtain

N∑
i=1

∆i(uh) = B(uh, θ
1
n)− (f, θ1n)Ω =

∫
γ1

gΓθ
1
n ds+

∫
γN+1

gΓθ
1
n ds,

which gives by (3.4) and (3.9)

µ
γN+1

N,n =

∫
γN+1

gΓθ
1
n ds. (3.10)

Analogous results are obtained in the case that γN+1 ⊂ Γ. In other words, depending on
whether γ1 ⊂ Γ or γN+1 ⊂ Γ, we fix µγ11,n by (3.9) or µγN+1

N,n by (3.10) but only one of them
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when γ1 ∪ γN+1 ⊂ Γ (the other one automatically satisfies (3.9) or (3.10) by solving (3.3)–
(3.5)).

4. MAIN RESULTS

In this section we present a recovery method of H(div)-conforming flux approximations
from the equilibrated flux moments {µγK,n} and derive guaranteed a posteriori upper bounds
on the error |||u − uh|||Ω by applying the hypercircle method of Prager and Synge [10]. The
overall framework follows the approach of [25] given for linear finite elements. The key result
is Theorem 4.2 which enables us to construct a superconvergent flux approximation and a pos-
teriori error estimator which achieves both guaranteed upper bound and asymptotic exactness.

4.1. Recovery of flux approximation in RT1 and superconvergence. We recover a flux ap-
proximation σh|K ∈ RT1(K) on each element K ∈ Th by specifying its degrees of freedom
(2.10) as 

∫
γ
σh|K · nK ξ ds =

∫
γ
gKξ ds for ξ ∈ P1(γ), γ ∈ EK∫

K
σh dx =

∫
K
a∇uh dx.

(4.1)

By taking ξ = θ1n, we immediately see that what is actually needed in computing σh|K are the
equilibrated flux moments {µγK,n}, not the flux function gK itself.

The equilibration condition (3.2) implies that σh has continuous normal components across
the edges of Th and so σh ∈ RT1, although it is computed locally on each element of Th. From
(3.1) and (4.1), we also obtain for all K ∈ Th and vh ∈ P1(K)

(divσh + f − cuh, vh)K =

∫
∂K

σh · nK vh ds− (σh,∇vh)K + (f − cuh, vh)K

=

∫
∂K

gKvh ds− (a∇uh,∇vh)K + (f − cuh, vh)K

= (f, vh)K −BK(uh, vh) +

∫
∂K

gKvh ds = 0,

which gives the local conservation law

divσh = −Q1
h(f − cuh). (4.2)

Moreover, we can show that σh has optimal order of convergence in the L2 norm.

Theorem 4.1. Let σh ∈ RT1 be defined by (4.1) and assume that u ∈ H3(Ω). Then there
exists a constant C > 0 such that

∥σ − σh∥0,Ω ≤ Ch2∥u∥3,Ω.
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In general we cannot expect a better order of convergence than stated in the above theorem,
since RT1(K) ⊊ (P2(K))2. But, under additional conditions on the structure of the triangula-
tion and the regularity of the exact solution, it is possible to prove the following super-closeness
between σh and ΠRT

h σ.

Theorem 4.2. Let σh ∈ RT1 be defined by (4.1) and assume that the triangulation Th satisfies
Condition (α, σ) and u ∈ H4(Ω) ∩W 3,∞(Ω). If the mesh size h is sufficiently small, then
there exists a constant C > 0 such that

∥σh −ΠRT
h σ∥0,Ω ≤ Ch2+ρ(∥u∥4,Ω + |u|3,∞,Ω)

with ρ = min(α, σ2 ,
1
2).

The proofs of Theorems 4.1–4.2 are quite involved and postponed to Section 6.

4.2. Recovery of superconvergent flux approximation in BDM2. Following the approach
of [25] (see also [15, 16, 19]), we now attempt to improve the accuracy of σh ∈ RT1 by adding
to it some curlψh ∈ BDM2, where curl v =

(
∂v
∂x2

,− ∂v
∂x1

)
, which minimizes the L2 error of

the flux approximation. The scalar function ψh will be found in the global space of cubic bump
functions

P 0
3 := {φh ∈ H1(Ω) : φh|K ∈ P 0

3 (K) ∀K ∈ Th},
where

P 0
3 (K) := {v ∈ P3(K) : v = 0 at vertices and midpoints of edges of K}.

Note that P 0
3 acts as a correction space for RT1 in BDM2 via the hierarchical splitting

BDM2 = RT1 ⊕ curlP 0
3

which follows directly from Lemma 4.3 given below. We remark that the local correction
space P 0

3 (K) was employed in [3] to define an asymptotically exact error estimator of the
Bank–Weiser type for quadratic finite element methods.

Lemma 4.3. For any τ h ∈ BDM2, there exists a function φh ∈ P 0
3 such that

τ h = ΠRT
h τ h + curlφh.

Proof. By (2.12) we have div(τ h − ΠRT
h τ h) = 0, and so there exists a continuous piecewise

cubic function φh such that (see, for example, [30])

τ h −ΠRT
h τ h = curlφh.

From (2.11) it follows that for all ξ ∈ P1(γ) and γ ∈ Eh,∫
γ

∂φh

∂tγ
ξ ds =

∫
γ
(τ h −ΠRT

h τ h) · nγ ξ ds = 0,

where ∂w
∂tγ

= ∇w · tγ denotes the tangential derivative of w along γ. By taking ξ = 1, we may
assume that φh = 0 at vertices of Th. Then the integration by parts gives∫

γ
φh

∂ξ

∂tγ
ds = −

∫
γ

∂φh

∂tγ
ξ ds = 0,
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which implies that
∫
γ φh ds = 0 and so φh = 0 at the midpoint of γ. Hence it is proved that

φh ∈ P 0
3 . □

We observe that the best function ψh ∈ P 0
3 for which σh + curlψh ≈ σ would be the

solution of the global minimization problem

min
φh∈P 0

3

∥a−1/2(σh + curlφh − a∇u)∥0,Ω. (4.3)

By the assumption uh|∂Ω = uD = u|∂Ω, it can be shown that ψh is also the solution of the
minimization problem (see [25, Lemma 4.1] for linear finite element methods)

min
φh∈P 0

3

∥a−1/2(σh + curlφh − a∇uh)∥0,Ω (4.4)

which is equivalent to the following variational problem: find ψh ∈ P 0
3 such that

(a−1 curlψh, curlφh)Ω = −(a−1(σh − a∇uh), curlφh)Ω ∀φh ∈ P 0
3 . (4.5)

In other words, the solution of (4.3) can be computed from uh by solving (4.5).

Remark 4.4. Clearly, the matrix system of (4.5) is symmetric and positive definite. Although it
is global in nature, the choice of the trial space P 0

3 makes it locally equivalent to a scaled mass
matrix and hence well-conditioned (at least on quasi-uniform triangulations), as mentioned
in [25] for linear finite element methods. Numerical experiments indicate that even a few cg
iterations for (4.5) would suffice to get satisfactory results.

Remark 4.5. In the case of the mixed boundary condition (3.8), we further impose the con-
straint φh|Γ = 0 on the correction space P 0

3 , which implies that curlφh · n|Γ = 0 for all
φh ∈ P 0

3 and so (σh + curlψh) · n = σh · n on Γ.

Now using the superconvergence result of Theorem 4.2, we prove that σh + curlψh may
converge to σ = a∇u at a higher order than σh and a∇uh shown in Theorem 4.1 and (2.4).

Theorem 4.6. Under the assumptions of Theorem 4.2, there exists a constant C > 0 such that

∥a−1/2(σh + curlψh − σ)∥0,Ω ≤ Ch2+ρ(∥u∥4,Ω + |u|3,∞,Ω)

with ρ = min(α, σ2 ,
1
2).

Proof. The proof is the same as that of [25, Theorem 4.2] for linear finite element methods.
We include it here for the reader’s convenience.

Applying Lemma 4.3 to τ h = ΠBDM
h σ and using the property ΠRT

h ΠBDM
h = ΠRT

h , we
have for some φh ∈ P 0

3

ΠBDM
h σ −ΠRT

h σ = curlφh.

Since ψh ∈ P 0
3 is the solution of the minimization problem (4.3), it follows that

∥a−1/2(σh + curlψh − σ)∥0,Ω ≤ ∥a−1/2(σh + curlφh − σ)∥0,Ω
≤ C(∥σh −ΠRT

h σ∥0,Ω + ∥ΠBDM
h σ − σ∥0,Ω).
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The proof is completed by invoking Theorem 4.2 and the interpolation error estimate (2.13).
□

4.3. Guaranteed and asymptotically exact a posteriori error bound. Since the local con-
servation law (4.2) gives

div(σh + curlψh) = divσh = −Q1
h(f − cuh),

we can apply the hypercircle method of Prager and Synge [10] to obtain the following guaran-
teed a posteriori error bound (see, for example, [11, 13, 16, 18, 21])

|||u− uh|||Ω ≤ η :=

{ ∑
K∈Th

(
∥a−1/2(σh + curlψh − a∇uh)∥0,K

+
hK

πλ
1/2
K

∥divσh + f − cuh∥0,K
)2}1/2

, (4.6)

where λK > 0 is a uniform lower bound on the smallest eigenvalues of a(x)|K , i.e.,

zTa(x)z ≥ λKz
T z ∀z ∈ R2, x ∈ K.

Besides, by virtue of Theorem 4.6, we can show that the error bound η is asymptotically ex-
act under stronger conditions on the solution u and the triangulation Th. Since the proof is
essentially the same as that of [25, Theorem 4.3], we only give details for the nontrivial part.

Theorem 4.7. Assume that c and f are piecewise smooth over Th. Then, under the assumptions
of Theorem 4.2, we have

∥a1/2∇(u− uh)∥0,Ω = η +O
(
C(u)h2+ρ

)
with ρ = min(α, σ2 ,

1
2). Moreover, if the L2-error estimate (2.5) and the non-degeneracy

condition (2.6) hold, then we have∣∣∣∣ η

|||u− uh|||Ω
− 1

∣∣∣∣ ≤ C(u)hmin(ρ,ϵ).

Proof. The nontrivial part is to show that the second term of η is of the order O(h3). Using
the local conservation law (4.2) and the estimate ∥v−Q1

hv∥0,K ≤ ChrK |v|r,K for r = 1, 2, we
obtain

∥divσh + f − cuh∥0,K = ∥f − cuh −Q1
h(f − cuh)∥0,K

≤ ∥f − cu−Q1
h(f − cu)∥0,K
+ ∥c(u− uh)−Q1

h(c(u− uh))∥0,K
≤ Ch2K |f − cu|2,K + ChK∥u− uh∥1,K .

Hence it follows by (2.4) that{ ∑
K∈Th

h2K
π2λK

∥ divσh + f − cuh∥20,K
}1/2

≤ C(u)h3,
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FIGURE 1. 4 × 4 criss-cross triangulation with the mesh size h = 1/4 in
Example 1

which proves the desired assertion. □

Remark 4.8. The results of this section are extended without modification to the case of the
mixed boundary condition (3.8) if σh · n|Γ = gΓ, i.e., the Neumann datum gΓ is piecewise
linear over Γ. Otherwise, it is necessary to include the data oscillation of gΓ which is a higher
order perturbation if gΓ is piecewise smooth.

5. NUMERICAL RESULTS

To verify the effectiveness of superconvergent flux recovery in BDM2 presented in the
previous section, we carry out some numerical experiments for two examples.

Example 1. Let Ω = (0, 1)2 and consider the problem

−∆u+ u = f in Ω

with the exact solution chosen to be

u(x, y) = sin(2πx) sin(πy) + x2 + xy + 2y2.

Since u is quadratic on ∂Ω, the finite element solution uh ∈ P2 exactly satisfies the Dirichlet
boundary condition imposed on ∂Ω.

First we consider a sequence of triangulations generated through successive refinements of
the initial 4 × 4 criss-cross triangulation displayed in Fig. 1. Each refinement divides every
triangle of a triangulation into four equal subtriangles by connecting the midpoints of three
edges (which is usually called red refinement). These triangulations satisfy Condition (α, σ)
with α = ∞ and σ = 1.

In Table 1 we report theL2 errors of the recovered flux approximations σh ∈ RT1 and σ∗
h :=

σh + curlψh ∈ BDM2, with ψh ∈ P 0
3 computed by solving (4.5) exactly. The convergence

orders are numerically calculated from the errors on two consecutive triangulations. It is clearly
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TABLE 1. L2 errors of the flux approximations for uniformly refined triangu-
lations in Example 1

1/h ∥σ − σh∥0,Ω Order ∥σh −ΠRT
h σ∥0,Ω Order ∥σ − σ∗

h∥0,Ω Order
4 1.6133e–1 — 6.0994e–2 — 6.6788e–2 —
8 3.6589e–2 2.1405 9.3482e–3 2.7059 9.5769e–3 2.8020

16 8.7726e–3 2.0604 1.3353e–3 2.8075 1.3486e–3 2.8281
32 2.1651e–3 2.0185 1.9870e–4 2.7486 2.0018e–4 2.7521
64 5.3918e–4 2.0056 3.1294e–5 2.6666 3.1433e–5 2.6710

128 1.3462e–4 2.0019 5.1637e–6 2.5994 5.1703e–6 2.6039
256 3.3639e–5 2.0007 8.7874e–7 2.5549 8.7784e–7 2.5582

TABLE 2. Effectivity indices of the error estimator ηk (k = 0, 1, 3,∞) for
uniformly refined triangulations in Example 1

1/h I0 I1 I3 I∞

4 1.6546 1.4799 1.4379 1.4378
8 1.3863 1.2352 1.1965 1.1963

16 1.2702 1.1292 1.0925 1.0923
32 1.2177 1.0805 1.0450 1.0448
64 1.1929 1.0571 1.0223 1.0221

128 1.1808 1.0457 1.0111 1.0110
256 1.1749 1.0401 1.0056 1.0055

observed that σh is super-close to ΠRT
h σ as proved in Theorem 4.2 and the postprocessing

scheme (4.4) improves the convergence order of σh as predicted by Theorem 4.6.
To study the effect of applying a few iterations of the conjugate gradient (cg) method for

ψh ∈ P 0
3 , we solve (4.5) by (unpreconditioned) k cg iterations starting with the zero vector.

For k = 0 we have ψh = 0, and k = ∞ means that ψh is the exact solution of (4.5). The
resulting error estimator in (4.6) is denoted by ηk. Table 2 reports the values of the effectivity
index Ik := ηk/|||u − uh|||Ω for k = 0, 1, 3,∞. It is observed that even a single cg iteration
remarkably improves the effectivity index and k = 3 cg iterations yield almost the same results
as k = ∞. Moreover, we have |I∞ − 1| = O(h), which is better than predicted by Theorem
4.7.

Next we consider a sequence of n×n criss-cross triangulations with the mesh size h = 1/2n

(see Fig. 1 for n = 2) which do not satisfy Condition (α, σ) for any σ > 0. The numerical
results are reported in Tables 3–4, which show that the super-closeness between σh and ΠRT

h σ
is lost and the accuracy of σ∗

h is only slightly better than σh (with no improvement in the
convergence order). Nonetheless, the postprocessing scheme (4.4) seems very effective as it
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TABLE 3. L2 errors of the flux approximations for criss-cross triangulations
in Example 1

1/h ∥σ − σh∥0,Ω Order ∥σh −ΠRT
h σ∥0,Ω Order ∥σ − σ∗

h∥0,Ω Order
4 1.6133e–1 — 6.0994e-2 — 6.6788e–2 —
8 4.2015e–2 1.9410 1.8331e-2 1.7344 1.6420e–2 2.0241

16 1.0629e–2 1.9829 4.8080e-3 1.9308 4.0920e–3 2.0046
32 2.6653e–3 1.9956 1.2166e-3 1.9825 1.0223e–3 2.0010
64 6.6685e–4 1.9989 3.0509e-4 1.9956 2.5553e–4 2.0002

128 1.6674e–4 1.9997 7.6330e-5 1.9989 6.3879e–5 2.0001
256 4.1688e–5 1.9999 1.9086e-5 1.9997 1.5970e–5 2.0000

TABLE 4. Effectivity indices of the error estimator ηk (k = 0, 1, 3,∞) for
criss-cross triangulations in Example 1

1/h I0 I1 I3 I∞

4 1.6546 1.4799 1.4379 1.4378
8 1.4527 1.2603 1.2210 1.2209

16 1.3654 1.1679 1.1313 1.1313
32 1.3228 1.1231 1.0883 1.0883
64 1.3015 1.1008 1.0670 1.0670

128 1.2909 1.0896 1.0564 1.0564
256 1.2855 1.0840 1.0511 1.0511

makes the effectivity index quite close to one as h → 0, although I∞ does not seem to tend to
one.

Example 2. In the second example we consider the following problem from [15]

−∆u = 1 in Ω = (−1, 1)2 \ ([0, 1]× [−1, 0])

with the homogeneous Dirichlet boundary condition u|∂Ω = 0. Since the exact solution u is
not known, it is not possible to calculate the L2 errors of the flux approximations. But, by
using the numerical approximation ∥∇u∥20,Ω = 0.214075802680976 · · · available from [15],
the energy-norm error |||u− uh|||Ω can be calculated by

|||u− uh|||2Ω = ∥∇(u− uh)∥20,Ω = ∥∇u∥20,Ω − ∥∇uh∥20,Ω.
First we consider a sequence of uniform regular triangulations with the mesh size h =√
2/2n satisfying Condition (α, σ) with α = σ = ∞. These triangulations are generated by

successive red refinements of the coarse triangulation (with the mesh size h =
√
2/2) shown

in the left of Fig. 2. In Table 5 we report the values of the effectivity index Ik (k = 0, 1, 3,∞).
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FIGURE 2. Initial triangulation with 65 dofs (left) and adaptive triangulation
with 1647 dofs after 10 refinements (right) for Example 2

TABLE 5. Effectivity indices of the error estimator ηk (k = 0, 1, 3,∞) for
uniform regular triangulations in Example 2

√
2/h I0 I1 I3 I∞

4 1.9427 1.4795 1.3710 1.3706
8 2.0124 1.5297 1.4181 1.4177

16 2.0287 1.5415 1.4291 1.4287
32 2.0318 1.5439 1.4312 1.4308
64 2.0323 1.5444 1.4316 1.4312

128 2.0324 1.5445 1.4316 1.4312
256 2.0324 1.5445 1.4317 1.4312

Numerical results show that |||u − uh|||Ω = O(h0.6667), and so there is a lack of regularity of
the solution u. This implies that we cannot expect the error estimator η∞ to be asymptotically
exact, as observed in Table 5. It is noteworthy that the postprocessing scheme (4.4) significantly
improves the effectivity index even when the exact solution is not regular enough.

Next we apply adaptive mesh refinement guided by the error estimator η0 to generate a
sequence of triangulation from the initial triangulation in the left of Fig. 2. One of these
adaptive triangulations is shown in the right of Fig. 2, from which one can see that the mesh
refinement is concentrated near the re-entrant corner of Ω. We remark that the least-squares
fitting gives almost optimal convergence order |||u− uh|||Ω = O(N−1.0496) with respect to the
number of degrees of freedom N = dimP2. This implies that the singularity of u is well
resolved by the adaptive triangulations generate above.

Table 6 reports the values of the effectivity index Ik (k = 0, 1, 3,∞) for some selected
subset of adaptive triangulations. Unlike uniform regular triangulations, it is observed that
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TABLE 6. Effectivity indices of the error estimator ηk (k = 0, 1, 3,∞) for
adaptive triangulations in Example 2

N I0 I1 I3 I∞

65 1.7672 1.3460 1.2505 1.2501
227 1.8006 1.3638 1.2494 1.2487
401 1.6242 1.2584 1.1452 1.1447
599 1.5720 1.2032 1.0851 1.0845
1097 1.5532 1.1898 1.0691 1.0686
1647 1.5042 1.1565 1.0399 1.0394
3093 1.4959 1.1470 1.0319 1.0314
5153 1.4826 1.1415 1.0240 1.0234
9459 1.4703 1.1300 1.0184 1.0178

17209 1.4652 1.1278 1.0160 1.0154
31509 1.4588 1.1220 1.0136 1.0131
57549 1.4539 1.1221 1.0120 1.0115

107591 1.4510 1.1174 1.0116 1.0111
192021 1.4502 1.1223 1.0132 1.0127
361127 1.4613 1.1311 1.0221 1.0216
655417 1.4877 1.1521 1.0424 1.0419

the effectivity index stays very close to one by using the postprocessing scheme (4.4). This
is possibly due to the fact that the solution u looks “regular” when its singularity is resolved
by adaptive triangulations, but more investigation is needed to give a rigorous analysis of this
observation (cf. Remark 2.1).

6. PROOF OF THEOREMS 4.1–4.2

In this section we prove Theorems 4.1–4.2 through a series of lemmas. Recall that uh ∈ P2

is the finite element solution of (2.3) and σh ∈ RT1 is computed on each element K ∈ Th
by (4.1). See Section 3 for notation and results about flux moments used below. For an edge
γ ∈ Eh, we also use the notation Nγ to denote the set of two vertices of γ.

Lemma 6.1. We have for all K ∈ Th

∥σh −ΠRT
h σ∥0,K ≤ C

(
h3K |u|3,K + ∥∇(uI − uh)∥0,K +

∑
γ∈EK

∑
n∈Nγ

∣∣µγK,n − µγK,n(u)
∣∣).
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Proof. By the definitions (2.11) and (4.1), we have for γ ∈ EK and n ∈ Nγ∫
γ
(σh −ΠRT

h σ) · nK θ1n ds = µγK,n − µγK,n(u),∫
K
(σh −ΠRT

h σ) dx =

∫
K
a∇(uh − u) dx.

The following inequality for τ h ∈ RT1(K) can be obtained by the scaling argument

∥τ h∥0,K ≤ C

(
h−1
K

∣∣∣∣ ∫
K
τ h dx

∣∣∣∣+ ∑
γ∈EK

∑
n∈Nγ

∣∣∣∣ ∫
γ
τ h · nK θ1n ds

∣∣∣∣).
With τ h = σh −ΠRT

h σ, it follows that

∥σh −ΠRT
h σ∥0,K ≤ C

(
h−1
K

∣∣∣∣ ∫
K
a∇(u− uh) dx

∣∣∣∣+ ∑
γ∈EK

∑
n∈Nγ

∣∣µγK,n − µγK,n(u)
∣∣). (6.1)

To further bound the first term, let aK be a constant such that ∥a − aK∥0,∞,K ≤ ChK and
observe that (2.7) gives∫

K
aK∇(u− uI) dx =

∫
∂K

(u− uI)aKnK ds = 0.

By the Cauchy–Schwarz inequality and the interpolation error estimate (2.8), we obtain

h−1
K

∣∣∣∣ ∫
K
a∇(u− uh) dx

∣∣∣∣ ≤ h−1
K

∣∣∣∣ ∫
K
(a− aK)∇(u− uI) dx

∣∣∣∣+ h−1
K

∣∣∣∣ ∫
K
a∇(uI − uh) dx

∣∣∣∣
≤ C(∥a− aK∥0,∞,K∥∇(u− uI)∥0,K + ∥∇(uI − uh)∥0,K)

≤ C(h3K |u|3,K + ∥∇(uI − uh)∥0,K). (6.2)

The proof is completed by combining (6.1)–(6.2). □

Now we need to estimate the flux moment error
∣∣µγK,n − µγK,n(u)

∣∣, and this will be done
in each vertex patch. In Section 3 it was stated that for each vertex n ∈ Nh, the vector bn of
equilibrated flux moments associated with n is the unique solution of the matrix system (3.6).
It turns out that the corresponding vector bn(u) of exact flux moments associated with vertex
n is the solution of the same matrix system (3.7) with a similar right-hand side.

Lemma 6.2. The vector bn(u) is the solution of (3.7) with the right-hand side

y = yn(u), z = νT
Nbn(u).
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Proof. Since the last equation of (3.7) is obvious, it suffices to verify the equations correspond-
ing to (3.3)–(3.5). First, we obtain for 1 ≤ i ≤ N

µγii,n(u) + µ
γi+1

i,n (u) =

∫
γi

a∇u · nKi θ
1
n ds+

∫
γi+1

a∇u · nKi θ
1
n ds

=

∫
∂Ki

a∇u · nKi θ
1
n ds

=

∫
Ki

a∇u · ∇θ1n dx+

∫
Ki

div(a∇u)θ1n dx

=

∫
Ki

a∇u · ∇θ1n dx+

∫
Ki

cuθ1n dx−
∫
Ki

fθ1n dx

= BKi(u, θ
1
n)− (f, θ1n)Ki = ∆i(u), (6.3)

which exactly gives the first N equations of (3.7) corresponding to (3.3). The equations corre-
sponding to (3.5) are

µγii−1,n(u) + µγii,n(u) = 0 (2 ≤ i ≤ N), (6.4)

which hold true due to continuity of the exact normal fluxes. The remaining equation corre-
sponding to (3.4) follows directly from (6.3)–(6.4). □

As a consequence of Lemma 6.2, we get the following result.

Lemma 6.3. We have for all n ∈ Nh∑
K∈Tn

∑
γ∈EK∩En

∣∣µγK,n − µγK,n(u)
∣∣ ≤ C

( ∑
K∈Tn

∣∣BK(u− uh, θ
1
n)
∣∣+ ∣∣νT

Nbn(u− uh)
∣∣).

Proof. By the definitions of bn and bn(u), there exists a constant C > 0 such that∑
K∈Tn

∑
γ∈EK∩En

∣∣µγK,n − µγK,n(u)
∣∣ ≤ C|bn − bn(u)|.

It follows from Lemma 6.2 that the vector x = bn − bn(u) is the solution of (3.7) with the
right-hand side

y = yn(uh)− yn(u) =
[
BKi(uh − u, θ1n)

]
i=1,2,··· ,N , z = νT

Nbn(uh − u),

and hence the stability result of Lemma 3.1 proves the assertion. □

The next thing to do is to estimate the right-hand side of the inequality given in Lemma 6.3.
In what follows, we assign a unit normal nγ to each edge γ ∈ En which is oriented clockwise
around n, and set ⟨w⟩|γ = 1

2(w|K + w|K′) for each interior edge γ = ∂K ∩ ∂K ′.

Lemma 6.4. We have for all n ∈ Nh∑
K∈Tn

∣∣BK(u− uh, θ
1
n)
∣∣+ ∣∣νT

Nbn(u− uh)
∣∣ ≤ C(h3|u|3,ωn + |||uI − uh|||ωn + |In(a, u)|),
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where the bilinear form In(·, ·) is defined by

In(a, u) :=
∑

γ∈En∩EΩ

∫
γ

(
a∇u · nγ − ⟨a∇uI · nγ⟩

)
θ1n ds

+
1

2

∑
γ∈En∩E∂Ω

∫
γ
a∇(u− uI) · nγ θ

1
n ds

Proof. Let aK be a constant matrix such that ∥a− aK∥0,∞,K ≤ ChK . Since (2.7) gives

(aK∇(u− uI),∇θ1n)K =

∫
∂K

(u− uI) aK∇θ1n · nK ds = 0,

it follows by the interpolation error estimate (2.8) and the estimate |||θ1n|||K ≤ C that∣∣BK(u− uI , θ
1
n)
∣∣ = ∣∣((a− aK)∇(u− uI),∇θ1n)K + (c(u− uI), θ

1
n)K

∣∣ ≤ Ch3K |u|3,K ,
and thus ∑

K∈Tn

∣∣BK(u− uh, θ
1
n)
∣∣ ≤ C(h3|u|3,ωn + |||uI − uh|||ωn).

To estimate the remaining term, we observe that

νT
Nbn(w) =

N∑
i=1

(∫
γi

a∇w|Ki · nKi θ
1
n ds−

∫
γi+1

a∇w|Ki · nKi θ
1
n ds

)
= −2

∑
γ∈En∩EΩ

∫
γ
⟨a∇w · nγ⟩ θ1n ds−

∑
γ∈En∩E∂Ω

∫
γ
a∇w · nγ θ

1
n ds.

From this result it follows that ∣∣νT
Nbn(u− uI)

∣∣ = 2|In(a, u)|,∣∣νT
Nbn(uI − uh)

∣∣ ≤ C
∑
K∈Tn

∥∇(uI − uh)∥0,∂K∥θ1n∥0,∂K ≤ C∥∇(uI − uh)∥0,ωn ,

where we used the local inverse inequality ∥v∥0,∂K ≤ Ch
−1/2
K ∥v∥0,K for a polynomial v and

the estimate ∥θ1n∥0,K ≤ ChK . Hence we obtain∣∣νT
Nbn(u− uh)

∣∣ ≤ C(|In(a, u)|+ ∥∇(uI − uh)∥0,ωn),

which completes the proof. □

Now we are in a position to prove Theorem 4.1.

Proof of Theorem 4.1. Since the number of elements in Tn is uniformly bounded for all n ∈ Nh,
it follows from Lemmas 6.1, 6.3 and 6.4 that

∥σh −ΠRT
h σ∥0,Ω ≤ C

{
h3|u|3,Ω + |||uI − uh|||Ω +

( ∑
n∈Nh

|In(a, u)|2
)1/2}

. (6.5)
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The error estimates (2.4) and (2.8) immediately give

|||uI − uh|||Ω ≤ |||u− uI |||Ω + |||u− uh|||Ω ≤ Ch2∥u∥3,Ω.
Using the local trace inequality∫

∂K
|f | ds ≤ C

(
h−1
K

∫
K
|f | dx+

∫
K
|∇f | dx

)
≤ C(∥f∥0,K + hK |f |1,K)

and the interpolation error estimate (2.8), we obtain for all n ∈ Nh

|In(a, u)| ≤ C
∑
K∈Tn

∫
∂K

∣∣a∇(u− uI) · nK

∣∣ ds
≤ C

∑
K∈Tn

(
|u− uI |1,K + hK |u− uI |2,K

)
≤ Ch2|u|3,ωn . (6.6)

Collecting the above results yields

∥σh −ΠRT
h σ∥0,Ω ≤ Ch2∥u∥3,Ω,

and thus it follows by (2.13) that

∥σ − σh∥0,Ω ≤ ∥σ −ΠRT
h σ∥0,Ω + ∥σh −ΠRT

h σ∥0,Ω ≤ Ch2∥u∥3,Ω.
This completes the proof of Theorem 4.1. □

To prove Theorem 4.2, we need to improve the estimate (6.6) in the subregion where the
triangulation is nearly uniform. This is done in the following lemma whose proof is rather
long.

Lemma 6.5. Let N1,h = {n ∈ NΩ : Tn ⊂ T1,h}. Then we have for all n ∈ N1,h

|In(a, u)| ≤ Ch2+min(α,1)∥u∥4,ωn

if the mesh size h is sufficiently small.

Proof. Let aωn be a constant matrix and let w be a cubic polynomial over ωn such that ∥a −
aωn∥0,∞,ωn ≤ Ch and |u− w|3,ωn ≤ Ch∥u∥4,ωn (see [31] for construction of such a polyno-
mial). Then, by the same argument leading to (6.6), we obtain

|In(a− aωn , u)| ≤ C∥a− aωn∥0,∞,ωn · h2|u|3,ωn ≤ Ch3|u|3,ωn ,

|In(aωn , u− w)| ≤ Ch2|u− w|3,ωn ≤ Ch3∥u∥4,ωn ,

and hence

|In(a, u)| = |In(a− aωn , u) + In(aωn , u− w) + In(aωn , w)|
≤ Ch3∥u∥4,ωn + |In(aωn , w)|.

Since |w|3,ωn ≤ |w − u|3,ωn + |u|3,ωn ≤ C∥u∥4,ωn , the assertion is proved if we show that

|In(aωn , w)| ≤ Ch2+α|w|3,ωn . (6.7)
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The proof of (6.7) is divided into two parts (note that En ⊂ EΩ for n ∈ N1,h)∣∣∣∣ ∑
γ∈En

∫
γ

(
aωn∇w · nγ − ⟨aωn∇wI · nγ⟩

)
(θ1n − 1

2) ds

∣∣∣∣ ≤ Ch2+α|w|3,ωn , (6.8)∣∣∣∣ ∑
γ∈En

∫
γ

(
aωn∇w · nγ − ⟨aωn∇wI · nγ⟩

)
ds

∣∣∣∣ ≤ Ch2+α|w|3,ωn . (6.9)

Let us first prove (6.8) by showing that for all γ ∈ En,∣∣∣∣ ∫
γ
(∇w − ⟨∇wI⟩)(θ1n − 1

2) ds

∣∣∣∣ ≤ Ch2+α|w|3,ωn . (6.10)

As in the proof of [3, Lemma 4.1], we use the following Taylor expansions

∇w|γ = ∇w(mγ) + s
∂

∂tγ
(∇w)(mγ) +

s2

2

∂2

∂t2γ
(∇w),

⟨∇wI⟩|γ = ⟨∇wI⟩(mγ) + s
∂

∂tγ
⟨∇wI⟩,

where s ∈ [−lγ/2, lγ/2] is a parameter for γ with the length lγ and the midpoint mγ , and tγ
is the unit tangent obtained from nγ by 90◦ counterclockwise rotation. Substitution of these
expressions and θ1n − 1/2|γ = s/lγ into (6.10) gives∫

γ
(∇w − ⟨∇wI⟩)(θ1n − 1

2) ds =

(
∂

∂tγ
(∇w)(mγ)−

∂

∂tγ
⟨∇wI⟩

)∫ lγ/2

−lγ/2

s2

lγ
ds. (6.11)

Since Tn ⊂ T1,h, we deduce from [3, Lemma 3.1–3.2] that

∂

∂tγ
(∇w · tγ)(mγ)−

∂

∂tγ
⟨∇wI · tγ⟩ =

∂2w

∂t2γ
(mγ)−

∂2wI

∂t2γ
= 0,∣∣∣∣ ∂∂tγ (∇w · nγ)(mγ)−

∂

∂tγ
⟨∇wI · nγ⟩

∣∣∣∣ ≤ Ch1+α|w|3,∞,ωn .

By the local inverse inequality |w|3,∞,K ≤ Ch−1
K |w|3,K for K ∈ Tn, it follows that∣∣∣∣ ∂∂tγ (∇w)(mγ)−

∂

∂tγ
⟨∇wI⟩

∣∣∣∣ ≤ Chα|w|3,ωn ,

and (6.10) is immediately obtained from this result and (6.11).
To prove the second part (6.9), we use the fact that for sufficiently small mesh size, Tn

contains six triangles K1,K2,K3,K
′
1,K

′
2,K

′
3 (clockwise arranged) such that Ki is O(h1+α)-

perturbation of K ′
i for 1 ≤ i ≤ 3 (see [4, Lemma 8.1] and its proof). Since every edge of En is
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Ki K ′

i
b
n

γ = ek

γ′ = e′k

lk+1tk+1

l′k+1
t
′

k+1

nγ = nk

nγ′ = n
′

k

dk d′k

FIGURE 3. Notation for the triangle Ki and the corresponding triangle K ′
i.

shared by two triangles, it is easy to see that∑
γ∈En

∫
γ

(
aωn∇w · nγ − ⟨aωn∇wI · nγ⟩

)
ds

=
1

2

∑
1≤i≤3

{ ∑
γ∈En∩EKi

∫
γ
aωn∇(w − wI)|Ki · nγ ds

+
∑

γ′∈En∩EK′
i

∫
γ′
aωn∇(w − wI)|K′

i
· nγ′ ds

}
.

Then the result (6.9) follows by showing that∣∣∣∣ ∫
γ
aωn∇(w − wI)|Ki · nγ ds+

∫
γ′
aωn∇(w − wI)|K′

i
· nγ′ ds

∣∣∣∣ ≤ Ch2+α|w|3,ωn (6.12)

for every pair of corresponding edges γ ∈ EKi and γ′ ∈ EK′
i

as depicted in Fig. 3.
To use some results from [28], we borrow additional notation from [28, Section 2]. Let ek

be an edge of Ki opposite to the k-th vertex of Ki for 1 ≤ k ≤ 3. We denote the length, the
perpendicular height, the unit outward normal and counterclockwise tangent vectors of ek by
lk, dk, nk and tk, respectively, and mark the corresponding quantities on K ′

i by primes; see
Fig. 3 for an illustration. By convention the subscripts are understood to be cyclic modulo 3.

Let {ϕk}3k=1 be the barycentric coordinates on Ki and define the cubic polynomials ψ0 =
ϕ1ϕ2ϕ3 and ψk = ϕ2k+1ϕk+2 − ϕk+1ϕ

2
k+2for 1 ≤ k ≤ 3 which satisfy

ψ0|∂Ki
= 0, ψk|∂Ki\ek = 0,

∫
ek

ψk ds = 0.
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Then we have

∇ϕk = −nk

dk
, ψk =

lk
2

∂

∂tk
(ϕ2k+1ϕ

2
k+2),

∫
ek

∇(ϕ2k) ds =

∫
ek

2ϕk∇ϕk ds = 0,

and a direct calculation shows that∫
ek

∇ψ0 ds = ∇ϕk
∫
ek

ϕk+1ϕk+2 ds = − lk
6dk

nk,∫
ek

∇ψk ds = lk

∫
ek

∂

∂tk

{
ϕk+1ϕk+2∇(ϕk+1ϕk+2)

}
ds = 0,

∫
ek

∇ψk+1 ds = ∇ϕk
∫
ek

ϕ2k+2 ds = − lk
3dk

nk,∫
ek

∇ψk+2 ds = −∇ϕk
∫
ek

ϕ2k+1 ds =
lk
3dk

nk.

Combining these results with the following equality from [28, Lemma 2.3]

w − wI =

( 3∑
j=1

l2j lj+1

6

∂3w

∂t2j∂tj+1
+
l1l2l3
4

∂3w

∂t1∂t2∂t3

)
ψ0 +

3∑
j=1

l3j
12

∂3w

∂t3j
ψj ,

we obtain for γ = ek∫
γ
aωn∇(w − wI)|Ki · nγ ds =

{
−

3∑
j=1

l2j lj+1

36

∂3w

∂t2j∂tj+1
− l1l2l3

24

∂3w

∂t1∂t2∂t3

−
l3k+1

36

∂3w

∂t3k+1

+
l3k+2

36

∂3w

∂t3k+2

}
lk
dk

nk · aωnnk, (6.13)

and similarly∫
γ′
aωn∇(w − wI)|K′

i
· nγ′ ds =

{
−

3∑
j=1

l′j
2l′j+1

36

∂3w

∂t′j
2∂t′j+1

− l′1l
′
2l

′
3

24

∂3w

∂t′1∂t
′
2∂t

′
3

−
l′3k+1

36

∂3w

∂t′3k+1

+
l′3k+2

36

∂3w

∂t′3k+2

}
l′k
d′k

n′
k · aωnn

′
k. (6.14)

Now we prove (6.12) by the usual argument of using the telescoping type inequality given in
[32]. Note that the third derivatives of w are constant over ωn and

liljlk
∂3w

∂ti∂tj∂tk
=

∑
1≤p,q,r≤2

liljlkt
p
i t

q
jt

r
k

∂3w

∂xp∂xq∂xr
,

l′il
′
jl
′
k

∂3w

∂t′i∂t
′
j∂t

′
k

=
∑

1≤p,q,r≤2

l′il
′
jl
′
kt

′
i
p
t′j

q
t′k

r ∂3w

∂xp∂xq∂xr
,
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where ti = (t1i , t
2
i ) and t′i = (t′i

1, t′i
2). Since Ki is O(h1+α)-perturbation of K ′

i, we have

|li − l′i|+ |di − d′i| ≤ Ch1+α, |ti + t′i|+ |ni + n′
i| ≤ Chα.

Hence it follows from (6.13)–(6.14) that∣∣∣∣ ∫
γ
aωn∇(w − wI)|Ki · nγ ds+

∫
γ′
aωn∇(w − wI)|K′

i
· nγ′ ds

∣∣∣∣ ≤ Ch3+α|w|3,∞,ωn ,

which gives (6.12) by the local inverse inequality |w|3,∞,K ≤ Ch−1
K |w|3,K for K ∈ Tn. □

Now we are ready to prove Theorem 4.2.

Proof of Theorem 4.2. We need to estimate the third term in (6.5). Since the number of elements
in Tn is uniformly bounded for all n ∈ Nh, it follows from Lemma 6.5 that( ∑

n∈N1,h

|In(a, u)|2
)1/2

≤ Ch2+min(α,1)∥u∥4,Ω.

On the other hand, we obtain by Condition (α, σ)∑
n∈Nh\N1,h

|ωn| =
∑

n∈NΩ\N1,h

|ωn|+
∑

n∈N∂Ω

|ωn| ≤ Chσ + Ch ≤ Chmin(σ,1),

and thus by (6.6)( ∑
n∈Nh\N1,h

|In(a, u)|2
)1/2

≤ Ch2
( ∑

n∈Nh\N1,h

|u|23,ωn

)1/2

≤ Ch2
( ∑

n∈Nh\N1,h

|ωn|
)1/2

|u|3,∞,Ω

≤ Ch2+min(σ
2
, 1
2
)|u|3,∞,Ω.

Collecting the two results above yields( ∑
n∈Nh

|In(a, u)|2
)1/2

≤ Ch2+min(α,σ
2
, 1
2
)(∥u∥4,Ω + |u|3,∞,Ω).

The proof of Theorem 4.2 is completed by applying this result and (2.9) in (6.5). □
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[12] D. Braess, V. Pillwein and J. Schöberl, Equilibrated residual error estimates are p-robust, Comput. Methods
Appl. Mech. Engrg., 198 (2009), 1189–1197.
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